An Inexact Sample Average Approximation Approach for the Stochastic Connected Facility Location Problem

M. Gisela Bardossy
Merrick School of Business
University of Baltimore
1420 N. Charles Street
Baltimore, MD 21201
mbardossy@ubalt.edu

S. Raghavan
Smith School of Business and
Institute for Systems Research
University of Maryland
College Park, MD 20742
raghavan@umd.edu

September 17, 2015; Revised December 25, 2016; March 22, 2017

Abstract
The sample average approximation (SAA) approach is a widely used technique, based on Monte-Carlo simulation, often applied to large-scale stochastic optimization problems. In this approach, a set of sample average problems with multiple copies of sampled scenarios are generated and solved exactly. In other words, there is an implicit assumption that the sample average problems are solvable to optimality. In some instances, however, the sample average problems might be NP-hard problems, often difficult or impractical to solve to optimality. In this paper we broaden the scope of the SAA approach and show that even without solving the sample problems to optimality, by combining a heuristic and a lower bounding approach, high-quality solutions with tight confidence bounds on the optimal solution value can be obtained. We demonstrate this “inexact SAA approach” on two problems. First, we apply it to the Stochastic Connected Facility Location (SConFL) problem, the motivating application for this article, that arises in the design of telecommunications networks. As an additional application we also use it for the Stochastic Uncapacitated Facility Location (SUFL) problem. Our computational results demonstrate the effectiveness of the inexact SAA approach.
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1 Introduction

The sample average approximation (SAA) method is an approach for solving large stochastic optimization problems by using Monte Carlo simulation. Kleywegt et al. [17], Mak et al. [27], Shapiro and Philpott [33], and Verweij et al. [37] provide good introductions to this approach. In this technique the expected objective function of the stochastic problem is approximated by a sample average estimate derived from a random sample. The resulting sample average approximating problem (or simply sample average problem),
which is a deterministic problem, is then solved exactly by optimization techniques. The process is repeated with different samples to obtain candidate solutions along with statistical estimates of their variability and optimality gaps.

As indicated by Mak et al. [27], this approach assumes that the instances of the sample average problem can be solved for sufficiently large samples to yield “good” bounding information. Unfortunately in many settings, like the applications considered in this paper, it is computationally challenging to even solve the sample average problem. This is particularly the case for discrete (or integer) optimization problems. Instead of solving the sample average problem exactly, we broaden the scope of the SAA method by applying a heuristic and lower bounding technique to the sample average problem. We then show how to use the heuristic solutions and lower bounds to the sample average problems to construct confidence intervals (or bounds) on the optimal value function of the stochastic program. Since we do not solve the sample average problems exactly, we refer to the technique as an “inexact sample average approximation” method.

We first demonstrate the inexact SAA approach on the Stochastic Connected Facility Location (SConFL) problem, the motivating application for this article. The connected facility location (ConFL) problem (see [2]) arises in a number of applications that relate to the design of telecommunication networks as well as data distribution and management problems on networks. This problem combines facility location decisions with network design as the open facilities must be connected through a core network. Specifically, in the ConFL problem, we are given a graph $G = (V, E)$, and three disjoint sets: $D \subseteq V$, set of demand nodes (or customers); $F \subseteq V$, set of potential facility nodes; and $S \subseteq V$, set of potential Steiner nodes, with $D \cup F \cup S = V$. The objective is to find a minimum cost network where every demand node is assigned to an open facility, and open facilities are connected through a Steiner tree $T$ constructed on the subgraph of $G$ on the nodes $F \cup S$ (i.e., $G(F \cup S) = (F \cup S, E(F \cup S))$). There are facility opening costs, $f_i \geq 0$ for each facility $i$; assignment costs, $a_{ij} \geq 0$, for assigning a customer $j \in D$ to a facility $i \in n(j)$ where $n(j)$ is the set of facilities in $F$ that node $j$ can connect to; and edge costs, $b_{ij} \geq 0$, for an edge $\{i, j\} \in E(F \cup S)$ if it is used on the Steiner tree $T$. The nodes in $S$ may be viewed as pure Steiner nodes and can only be used in the tree $T$ as Steiner nodes, while the nodes in $F$ may be used as Steiner nodes on the tree $T$ incurring a facility opening cost even when no customers are assigned to them.\(^1\) The final network cost is given by

\(^1\)We should note that our definition of the ConFL problem follows Bardossy and Raghavan [2]. They show that at the cost of doubling the number of nodes in the network, this general definition of the ConFL captures other variants where the sets $D$, $F$, $S$
\[
\sum_{j \in D} a_{i(j)} j + \sum_{i \in Y} f_i + \sum_{\{i,j\} \in E(T)} b_{ij},
\]
where \(i(j)\) is the facility serving demand node \(j\), \(Y\) is the set of open facilities, and \(T\) is a Steiner tree connecting the open facilities.

The ConFL problem is deterministic; however, the motivating applications arise in stochastic settings. In particular, both Krick et al. [18] and Nuggehalli et al. [30] describe network information caching problems, which are modeled as ConFL problems. Information must be cached at various nodes of the network to serve its users. However, at the time that the network is designed the number of read and write requests is unknown. Similarly, in the rent-or-buy problem described by Karger and Minkoff [16], which is a special case of the ConFL problem, the assignment costs might not be available until the last moment when the assignment edges are rented. In most cases the literature assumes average values as an approximation, and addresses the deterministic ConFL problem. In this paper we seek to explore the value of explicitly modeling uncertainty in the assignment costs, and thus consider the Stochastic ConFL (SConFL) problem.

In an instance of the SConFL problem the facility opening costs and the connection costs between them are assumed to be known a priori, while the assignment costs are unknown and dependent upon a set of random scenarios. We are thus in the setting of a two-stage stochastic optimization problem with fixed recourse as introduced by Dantzig [8]. In the first stage, a set of facilities must be opened and a Steiner tree that connects them constructed. In the second stage, uncertainty on the assignment costs is unveiled (i.e., one scenario is realized) and customers must be assigned to open facilities. Figure 1 shows an example where the location of the customers is unknown but limited within a bounded area represented by the rectangles (there are 10 rectangles for the 10 customers). Each of the potential facility locations is identified by the nodes in the figure. Figure 1a shows a core network solution for the first stage of the problem, where a Steiner tree is constructed connecting the facilities. Figure 1b and Figure 1c show two different realizations of customer locations and their subsequent allocation to open facilities in the second stage. Note that the second stage allocation will be different under different scenarios; that is, customers are assigned to their closest (when assignment costs are a function of distance) open facility depending upon their actual location in the second stage. The objective is to design the core network in the first stage that consists of the open facilities and the Steiner tree connecting them, in order to minimize the overall network cost that includes the core network of the first stage and the expected assignment cost of the second stage.

---

\[\text{overlap; or where facilities incur a cost only when customers are served from that facility. Consequently, this general definition includes all known variants of the ConFL problem as well as the Steiner tree star problem [21], and the rent or buy problem [13].}\]
In the SConFL problem there are two sources of uncertainty in the assignment costs: (i) customer demand and (ii) customer location (or travel time to potential facilities). Both sources of uncertainty affect the assignment costs; however, they have a very different impact on the objective function of the problem that requires independent discussion. When solely demand quantities are unknown, we show that the SConFL problem can be optimally solved by replacing the demand quantities by their expected values. The two-stage stochastic problem can nicely be reduced into a one stage problem without recourse. The reason is that demand quantities at a node affect all assignment costs from that node in exactly the same way. Hence, once facilities have been opened, demand nodes are assigned to the closest (per unit of demand) facility (i.e., the quantity of demand does not affect which facility is closest to the customer). There is no recourse in the second stage and the problem can be solved in one stage. The problem is still NP-complete but the value of the stochastic solution is null (i.e., using average demand values as in [18] solves the problem). However, when customer location is the source of uncertainty (in this category we also include other sources of uncertainty in assignment costs that have a similar effect and do not affect all assignment costs in the same direction; i.e., some costs can increase and some can decrease) this is not the case.

For the SConFL problem there are three different models for the second stage scenarios: (i) a finite-scenario model, where one assumes that there are only a finite number of scenarios that occur with positive probability, and these can be explicitly enumerated; (ii) an independent-activation model, where the scenario-distribution is a product of independent distributions (for example in Figure 1 the scenarios are generated by letting each customer node be uniformly distributed in the rectangle bounding its location);
and (iii) a black-box model, where nothing is explicitly assumed about the probability distribution, other than the availability of an oracle that can generate scenarios from the unknown distribution.

For the case with a finite number of scenarios we outline a transformation that essentially replicates each customer (demand) node once for each scenario, to obtain an equivalent but significantly larger deterministic ConFL problem. This can either be solved exactly when feasible to do so (given the size of the problem) using an exact method such as the one described in Leitner et al. [24] or approximately/heuristically as the dual-based local search (DLS) heuristic described in Bardossy and Raghavan [2] (if we solve the deterministic equivalent problem with the DLS heuristic we get a solution to the SConFL problem along with a lower bound that provides a quality guarantee on how far the solution is from optimality). As the number of scenarios grow solving the deterministic equivalent problem becomes impractical. In such a setting it is common to apply the SAA method. The SAA method requires (i) creating problems by sampling with a smaller number of scenarios (say \( N \)) and solving this sample average problem; and (ii) replicating this process \( R \) times (i.e., solving \( R \) sample average problems). However, as discussed previously solving the sample average problem exactly for the ConFL problem can be challenging in and of itself; making it hard to apply the SAA method. Consequently, we apply the inexact SAA method that we describe in this paper (recall we use the term inexact SAA since we obtain a heuristic solution and a lower bound for each of the sample average problems instead of solving them exactly) to the SConFL problem.

We report on computational results on a comprehensive set of randomly generated instances using this inexact SAA approach. Our computational results indicate (at least experimentally) the inexact SAA approach has significant computational merits and can obtain approximate/heuristic solutions and tight bounds on the optimal solution value for large two-stage stochastic integer programming problems rapidly. Over 1080 SConFL problem instances it generates solutions that are on average 2.23% from the optimal (with 99% confidence) taking an average of 137.7 seconds for each problem instance. To demonstrate the applicability of the inexact SAA approach to other large-scale two-stage discrete optimization problems we consider the Stochastic Uncapacitated Facility Location (SUFL) problem (it is similar to the SConFL problem but without the added requirement that open facilities have to be connected). The results of the inexact SAA approach are promising. Over 460 SUFL problem instances it generates solutions that are on average 2.63% from the optimal (with 99% confidence) taking an average of 8.7 seconds for each problem instance.
The rest of this paper is organized as follows. In §2 we review prior literature on the SAA approach as well as the ConFL problem and related stochastic problems. In §3 we describe the inexact SAA method. We discuss the quality of the solution and provide confidence bounds on the optimal solution. In §4 we provide a mathematical programming formulation for the SConFL problem. We then describe the deterministic equivalent formulation for uncertain demand and locations in the finite scenario model. In §5 we illustrate how to apply the inexact SAA method to the SConFL and SUFL problems with an extensive set of computational experiments. Finally, §6 provides concluding remarks and directions for future research.

2 Literature Review

There has been considerable research on two-stage stochastic optimization problems with recourse [see 5]; however, many of these methods assume linearity on the decisions of the first and second stage decision variables. Integer (and binary) decisions in both stages make the stochastic problem even harder to solve. Ahmed [1] provides a brief introduction to the topic and outlines the difficulties that arise especially when solving two-stage stochastic integer problems. Schultz et al. [32] provide a comprehensive survey of methodologies for two-stage stochastic integer programming. When the number of scenarios is large, as discussed previously, the sample average approximation (SAA) method is an approach for solving large stochastic optimization problems by using Monte Carlo simulation. Kleywegt et al. [17] discuss the SAA method in the context of discrete optimization. However, it is implicitly assumed within their paper that the sample average problems are solved to optimality (which can be challenging in and of itself for a discrete optimization problem). In this paper we present an approximate solution approach that can be applied in situations when there are a large number of scenarios, to find heuristic solutions and construct tight confidence intervals on the optimal function value.

Karger and Minkoff [16] introduced the ConFL problem, in an application where they were attempting to solve a network design problem with incomplete information. Gupta et al. [12] coined the terminology ConFL while considering a virtual private network design with demand uncertainty. They then gave a 10.66 approximation algorithm for the ConFL problem by adapting a rounding technique. Swamy and Kumar [35] described a primal-dual approximation algorithm for the ConFL problem with an approximation ratio of 8.55, which Jung et al. [15] later improved to 6.55. Eisenbrand et al. [9] presented a randomized algorithm...
that further improves the approximation ratio to 4 (the ratio slightly degrades to 4.23 when the algorithm is derandomized).

With a focus on computationally solving the problem Ljubić [25] introduced a variable neighborhood search heuristic that is combined with reactive tabu search. She also proposed a branch-and-cut approach for solving the ConFL problem to optimality. Tomazic and Ljubić [36] proposed a greedy randomized adaptive search procedure for the ConFL problem that produced solutions that were on average as large as 10% from the optimal in their test instances. Bardossy and Raghavan [2] proposed a dual-based local search (DLS) heuristic that provides both a tight lower bound and a high-quality solution. The DLS heuristic works in three steps on the ConFL problem. First, it ensures the ConFL problem instance is as defined within their (and this) paper (e.g., duplicating a facility node when it does not incur a cost when it is used on the Steiner tree and has no customers connected to it) and then transforms this ConFL problem into a directed Steiner tree problem with a unit degree constraint. Second, it applies a dual-ascent procedure to find both a heuristic solution (i.e., a primal solution) and a lower bound to the ConFL problem (this procedure is actually applied on the directed Steiner tree problem with the unit degree constraint). Third, it improves upon the heuristic solution obtained by dual-ascent through local search moves. The result is a high-quality solution to the ConFL problem with an accompanying measure of its quality provided by the lower bound. Gollowitzer and Ljubić [11] propose several mathematical formulations for the ConFL problem based on direct graphs and compare their linear-programming relaxations. Leitner et al. [24] present a new formulation based on a mixed graph and investigate the associated polytope. In a related paper Leitner et al. [22] adapt this formulation to an asymmetric variant of the ConFL problem. While there has been a significant amount of research focused on the ConFL problem, none of these works consider uncertainty in the assignment costs (which actually is the case in the motivating examples of [12, 16]). Our paper presents the first study of the stochastic variant of the ConFL with uncertainty on the assignment costs.

There have been several papers in the literature that deal with facility location or network design with uncertain demands or edge lengths. Snyder [34] provides a comprehensive review on stochastic and robust facility location models. The earliest papers dealing with stochastic facility location are by Mirchandani [28] and Mirchandani and Odoni [29] where they extend the concept of $p$-median location to networks whose edge costs are random variables. Their main motivation is the deployment of a service vehicle in a
city when the travel times vary randomly and throughout the day due to traffic congestion. The objective of the problem is to minimize the expected travel time to any destination node in the network. Weaver and Church [38] address the same problem and develop a computational procedure. In these papers, no recourse is defined in the problem. Berman [3] and Berman and Odoni [4] add the option of relocating the service vehicle once travel times are revealed (i.e., adding recourse). Berman [3] introduces a heuristic for this problem, that is generalized to multiple facilities by Berman and Odoni [4].

In another set of facility location problems, the uncertainty is in the customer demands. Correia and Saldanha da Gama [7] survey facility location under demand uncertainty. They first discuss the stochastic uncapacitated facility location problem, then review the stochastic capacitated facility location problem including chance-constrained variants. Laporte et al. [20] analyze the capacitated facility location problem with uncertain demand. They state the problem as a two-stage program with recourse where the first stage decisions define the location of the facilities, their capacities, and the allocation decision (i.e., determination of which facility serves each customer); while the second-stage decisions determine the distribution decisions (i.e., quantities delivered to each demand node). Louveaux and Peeters [26] deal with a more general version of the capacitated facility location problem that models both uncertain demands and edge costs. In the first stage, decisions regarding location and capacities of the plants are taken. Next, in the second stage, after demands, prices and costs are revealed, both the allocation and distribution decisions are determined. They propose a deterministic equivalent problem for the stochastic problem, and extend the dual-based procedure of Erlenkotter [10] for the uncapacitated facility location problem and show its effectiveness as a heuristic for this stochastic facility location problem. However, their application of the procedure is limited to very small instances in terms of the number of scenarios (only one, three, or five scenarios).

A different path of research, pursued in the computer science literature, has been the development of approximation algorithms for stochastic facility location problems. Gupta et al. [14] find constant factor approximation algorithms for the stochastic Steiner tree problem and single sink network design problem. Kurz et al. [19] show that the stochastic Steiner tree problem is in the class of fixed-parameter tractable problems, and transfer their results to the directed and prize-collecting variants of the problem. Ravi and Sinha [31] consider two-stage finite scenario stochastic versions of several combinatorial optimization problems including the uncapacitated facility location problem. In their version of the SUFL problem facilities
are opened in the first stage. In the second-stage demands are revealed, and it is possible to open additional facilities at a higher cost (so the second stage decisions determine which additional facilities to open and which open facility to use to serve each customer). They find a 8-approximation algorithm for this variant of the SUFL problem. As the number of scenarios grow in all of these challenging two-stage stochastic combinatorial optimization problems (possibly due to an independent-activation model for scenarios) our proposed inexact SAA method is a viable solution approach to provide high-quality approximate solutions.

3 Inexact Sample Average Approximation Method

In this section we describe the inexact SAA method for a combinatorial two-stage linear stochastic programming problem. In contrast to the commonly applied SAA method in the literature (where the sample average problems are solved exactly), we solve the sample average problems (which are also combinatorial problems) with a heuristic coupled with a lower bound mechanism. Consequently, we refer to this variation of the SAA method as the inexact SAA method.

A combinatorial two-stage linear stochastic programming problem can be formulated as

$$\min_{p \in P} \{ g(p) = c^T p + \mathbb{E}[Q(p, \omega)] \}$$

where $Q(p, \omega)$ is the optimal value of the second-stage problem $\min_{x \in X(p, \omega)} s(\omega)^T x$. Here $p$ is the first-stage decision vector, and $P$ is a discrete set represented as $P = \{ p | Bp = b, p \geq 0 \text{ and integer} \}$. In other words $B$ and $b$ represent the data of the first-stage problem. The second-stage decision vector is $x$, and $X(p, \omega) = \{ x | A(\omega)x = h(\omega) - C(\omega)p, x \geq 0 \text{ and integral} \}$. In other words $X(p, \omega)$ is also a discrete set dependent upon the scenario $\omega$ and the first stage decision vector $p$. Here $s(\omega), A(\omega), C(\omega)$ and $h(\omega)$ represent the data of the second-stage problem of the realized scenario $\omega$.

In the SAA method the expected value function $\mathbb{E}[Q(p, \omega)]$ is approximated by the sample average function $\bar{Q}_N(p) = \sum_{n=1}^{N} Q(p, \omega^n)/N$, where a sample $\{ \omega^1, \omega^2, ..., \omega^N \}$ of $N$ sample scenarios is generated from $\Omega$ according to probability distribution $P(\Omega)$. The sample average problem

$$u^N = \min_{p \in P} \{ \bar{g}_N(p) = c^T p + \frac{1}{N} \sum_{n=1}^{N} Q(p, \omega^n) \},$$

9
corresponding to the original two-stage stochastic problem is then solved using a deterministic optimization algorithm. The optimal value \( u^N \) and an optimal solution \( \hat{p} \) to the sample average problem provide estimates of their true counterparts in the stochastic program. By generating \( R \) independent samples, each of size \( N \), and solving the associated sample average problems, objective values \( u^{N1}, u^{N2}, \ldots, u^{NR} \) and candidate solutions \( \hat{p}^1, \hat{p}^2, \ldots, \hat{p}^R \) are obtained. Let

\[
\bar{u}^N = \frac{1}{R} \sum_{m=1}^{R} u^{Nm}
\]

(3)

denote the average of the \( R \) optimal values of the sample average problems.

This procedure produces up to \( R \) different candidate solutions. Out of these \( R \) different candidate solutions, we have to select one as the approximation to the optimal solution of the original stochastic program. One generally accepted strategy is to generate a sample problem with a significantly large number of scenarios, \( N' \gg N \). Then, it is natural to take \( \hat{p}^* \) as one of the optimal solutions \( \hat{p}^1, \hat{p}^2, \ldots, \hat{p}^R \) of the \( R \) sample average problems that has the smallest estimated objective value, that is,

\[
\hat{p}^* \in \arg \min \{ \bar{g}_{N'}(\hat{p}) | \hat{p} \in \{ \hat{p}^1, \hat{p}^2, \ldots, \hat{p}^R \} \}
\]

(4)

where \( \{\omega^1, \omega^2, \ldots, \omega^{N'}\} \) is the sample of scenarios chosen to evaluate the candidate solutions.

When a heuristic is used to obtain upper bounds on the sample average problems, we adapt the SAA method as follows. We generate \( R \) heuristic candidate solutions \( p^1_H, p^2_H, \ldots, p^R_H \) to the sample average problems with their corresponding objective values, \( u^{N1}_H, u^{N2}_H, \ldots, u^{NR}_H \). Then, we take as the heuristic solution to the stochastic program the heuristic solution \( p^*_H \) that has the smallest estimated objective value in the sample problem with \( N' \) scenarios, That is,

\[
p^*_H \in \arg \min \{ \bar{g}_{N'}(p_H) | p_H \in \{ p^1_H, p^2_H, \ldots, p^R_H \} \}.
\]

(5)

To provide quality bounds on this heuristic solution we also compute lower bounds, \( u^{N1}_{LB}, u^{N2}_{LB}, \ldots, u^{NR}_{LB} \) on each of the sample problems. We discuss these bounds in the next section.
3.1 Quality of the Solution

Kleywegt et al. [17] provide performance bounds on the quality of the solution obtained by the SAA method when applied to discrete stochastic optimization problems. In this section we follow and extend their argument to provide performance bounds on the quality of the solution produced by the inexact SAA approach.

Given a first-stage feasible solution \( p \in P \), we have to evaluate the quality of this solution viewed as a candidate for solving the true stochastic problem (i.e., taking into account all possible scenarios). Since the solution \( p \) is feasible, we clearly have that \( g(p) \geq u^* \), where \( u^* = \min_{p \in P} g(p) \) is the optimal value of the stochastic problem, and \( g(p) \) is the true stochastic objective function. The quality of \( p \) can be measured by the optimality gap

\[
gap(p) := g(p) - u^*.
\]

A confidence interval on the true value of \( g(p) \) can be estimated by Monte Carlo sampling; that is, an independent and identically distributed random sample \( \omega^j, j = 1, ..., N' \), of \( \omega \) is generated and \( g(p) \) is estimated by the corresponding sample average \( \bar{g}_{N'}(p) = c^T p + \bar{Q}_{N'}(p) \), where \( c^T p \) is the cost of the first-stage decisions, and \( \bar{Q}_{N'}(p) \) is the average of the second-stage problem over the sampled scenarios. At the same time the sample variance

\[
\sigma^2_{N'}(p) := \frac{1}{N'(N' - 1)} \sum_{j=1}^{N'} [Q(p, \omega^j) - \bar{Q}_{N'}(p)]^2
\]

of \( \bar{Q}_{N'}(p) \) (and thus \( \bar{g}_{N'}(p) \)) is calculated. Then we can calculate an approximate \( 100(1 - \alpha)\% \) confidence upper bound for \( g(p) \) by

\[
U_{N'}(p) := \bar{g}_{N'}(p) + z_\alpha \sigma_{N'}(p).
\]

This bound is justified by the Central Limit Theorem with the critical value \( z_\alpha = \Phi^{-1}(1 - \alpha) \), where \( \Phi(z) \) is the cumulative distribution function of the standard normal distribution.

In order to calculate a lower bound for \( u^* \) we proceed as follows. Denote by \( u_{LB}^N \) the lower bound yielded by the approximate solution procedure to the sample average problem based on a sample of size \( N \). Note that \( u_{LB}^N \) is a function of the (random) sample and hence is random. To obtain a lower bound for \( u^* \) observe that \( \mathbb{E}[\bar{g}_N(p)] = g(p) \), i.e., the sample average \( \bar{g}_N(p) \) is an unbiased estimator of the expectation.
For any \( p \in P \) the inequality \( \bar{g}_N(p) \geq \inf_{p' \in P} \bar{g}_N(p') \geq u_{LB}^N \) holds, so for any \( p \in P \), we have

\[
g(p) = \mathbb{E}[\bar{g}_N(p)] \geq \mathbb{E}[\inf_{p' \in P} \bar{g}_N(p')] \geq \mathbb{E}[u_{LB}^N]. \tag{9}
\]

By taking the minimum over \( p \in P \) of the left hand side of the above inequality we obtain \( u^* \geq \mathbb{E}[u_{LB}^N] \).

We can estimate \( \mathbb{E}[u_{LB}^N] \) by solving the sample average problems several times and averaging the lower bounds calculated by the approximate solution procedure. Suppose we generate \( R \) independent sample average problems, each with \( N \) scenarios, and obtain a lower bound for each problem. Let \( u_{LB}^N_1, u_{LB}^N_2, \ldots, u_{LB}^N_R \) be the computed lower bound values for these sample average problems. Then,

\[
\bar{u}_{LB}^{N,R} := \frac{1}{R} \sum_{j=1}^{R} u_{LB}^N_j \tag{10}
\]

is an unbiased estimator of \( \mathbb{E}[u_{LB}^N] \). Since the samples, and hence \( u_{LB}^N_1, u_{LB}^N_2, \ldots, u_{LB}^N_R \), are independent, we can estimate the variance of \( \bar{u}_{LB}^{N,R} \) by

\[
\sigma_{NR}^2 := \frac{1}{R(R-1)} \sum_{j=1}^{R} (u_{LB}^N_j - \bar{u}_{LB}^{N,R})^2. \tag{11}
\]

A confidence 100(1 - \( \alpha \))% lower bound for \( \mathbb{E}[u_{LB}^N] \) is then given by

\[
L_{N,R} := \bar{u}_{LB}^{N,R} - t_{\alpha,\nu} \sigma_{NR}, \tag{12}
\]

where \( \nu = R - 1 \) and \( t_{\alpha,\nu} \) is the \( \alpha \)-critical value of the \( t \)-distribution with \( \nu \) degrees of freedom. Since \( u^* \geq \mathbb{E}[u_{LB}^N] \), we have that \( L_{N,R} \) gives a valid statistical lower bound for \( u^* \) as well. Consequently,

\[
gap(p) := U_N'(p) - L_{N,R} \tag{13}
\]

gives a statistically valid (with confidence at least 1 - 2\( \alpha \)) bound on the true \( \text{gap}(p) \). Alternatively, we can express this gap as a percentage by

\[
gap(p)[\%] := \left( \frac{U_N'(p) - L_{N,R}}{L_{N,R}} \right) \times 100[\%]. \tag{14}
\]
with the following interpretation: the heuristic solution is within $\hat{\text{gap}}(p)\%$ from the true optimal solution with $1 - 2\alpha$ confidence. It should be noted that the lower bound $L_{N,R}$ is somewhat conservative and depends on the quality of the lower bounding mechanism.

This result is particularly important for problems such as the ConFL problem that are extremely challenging to solve to optimality (see [24, 25]). It should be clear that $\hat{\text{gap}}(p)\%$ for the inexact SAA will depend on the quality of the both the upper and lower bounds obtained by the heuristic for the sample average problems, the sample average problem size ($N$), and the variability in the solution values. This suggests that large two-stage stochastic integer programming problems where good heuristics and tight lower bounding mechanisms are at hand may be good candidates for the inexact SAA approach.

4 Deterministic Equivalent Formulation for the SConFL Problem

In this section provide an integer programming formulation for the SConFL problem. Next, when the uncertainty is solely due to customer demands we show that the SConFL problem is equivalent to a deterministic ConFL problem where each customer’s demand is equal to its average demand in the SConFL problem. When there is location uncertainty we show that the finite scenario case can be transformed into a larger deterministic ConFL problem where each demand node is replicated as many times as the number of scenarios in the problem.

We first define a cutset formulation for the deterministic ConFL (i.e., a ConFL problem with known demand quantities and assignment costs). The formulation uses three sets of binary variables. The $x_{ij}$ variables represent whether (or not) demand node $j$ is connected to facility location $i$. The $y_{ij}$ variables represent whether (or not) edge $\{i, j\}$ is in the Steiner tree connecting open facilities. The $z_l$ variables represent whether (or not) node $l$ is in the Steiner tree connecting open facilities. The objective function (15a) has three terms: the facility opening cost, the core tree cost and the assignment cost. Constraints (15b)-(15d) impose the condition that the open facilities are connected by a Steiner tree, while constraints (15e) and (15f) ensure that each demand node is assigned to an open facility.
Cutset formulation for the Deterministic ConFL problem:

Minimize \[ \sum_{i \in F} f_i z_i + \sum_{\{i,j\} \in E(F \cup S)} b_{ij} y_{ij} + \sum_{j \in D} \sum_{i \in n(j)} a_{ij} x_{ij} \]  
(15a)

subject to \[ \sum_{\{i,j\} \in E(R)} y_{ij} \leq \sum_{l \in R \setminus k} z_l, \forall R \subset (S \cup F), |R| \geq 3, \forall k \in R \]  
(15b)

\[ y_{ij} \leq z_i, y_{ij} \leq z_j, \forall \{i,j\} \in E(S \cup F) \]  
(15c)

\[ \sum_{\{i,j\} \in E(S \cup F)} y_{ij} = \sum_{l \in (S \cup F)} z_l - 1 \]  
(15d)

\[ \sum_{i \in n(j)} x_{ij} = 1, \forall j \in D \]  
(15e)

\[ x_{ij} \leq z_i, \forall j \in D, \forall i \in n(j) \]  
(15f)

\[ x_{ij} \in \{0,1\}, \forall j \in D, \forall i \in n(j) \]  
(15g)

\[ y_{ij} \in \{0,1\}, \forall \{i,j\} \in E(S \cup F) \]  
(15h)

\[ z_l \in \{0,1\}, \forall l \in S \cup F. \]  
(15i)

In the stochastic version of the ConFL problem, assignment costs, \( a_{ij} \), are uncertain and depend on the realization of a random variable \( \omega \) or scenario. Then, \( a_{ij}(\omega) \) represents the assignment cost under scenario \( \omega \), and \( \pi_\omega \) is the probability of occurrence of scenario \( \omega \).

In the SConFL problem the first-stage decisions are the set of open facilities, \( z \), and the Steiner tree that connects them, \( y \) (i.e., the first stage decision variables \( p \) in the generic formulation (1) are \( (z,y) \) in the SConFL problem), and the second-stage decisions involve the allocation of customers to open facilities, \( x \). Given that the second-stage decisions only depend on the open facilities (i.e., \( z \)) and not on the tree that connects them (i.e., \( y \)), we denote the second stage objective by \( Q(z,\omega) \) and the feasible discrete set of solutions to the second stage by \( X(z,\omega) \). The analogous cutset formulation of the SConFL problem as a two-stage stochastic program with fixed recourse is described below.
Cutset formulation for the Stochastic ConFL problem:

\[
\begin{align*}
\text{Minimize} & \quad \sum_{i \in F} f_i z_i + \sum_{\{i,j\} \in E(F \cup S)} b_{ij} y_{ij} + \mathbb{E}_\omega(Q(z, \omega)) \\
\text{subject to} & \quad (15b), (15c), (15d), (15h), \text{and} (15i).
\end{align*}
\] (16)

In the stochastic version of the ConFL problem, the assignment cost is unknown in the first stage and hence we replace the third term in the objective function (15a) by its expected value, i.e. the expected value of the second stage decision problem, yielding (16). In other words, the assignment decision for each demand node is determined in the second stage when the recourse minimization problem (17) is solved.

\[
Q(z, \omega) = \text{Minimize } q(z, \omega)(x) = \sum_{j \in D} \sum_{i \in n(j)} a_{ij}(\omega) x_{ij}
\] (17)

subject to (15e), (15f), and (15g).

Clearly, once open facilities are defined in the first stage, the recourse problem reduces to an assignment problem where demand nodes are assigned to the open facility with lowest assignment cost. To determine the best open facility for each demand node we must wait until assignment costs are realized; consequently, the solution to the assignment problem may vary for each scenario. Note, however, the feasible region \(X(z, \omega)\) only depends upon \(z\) and not on \(\omega\). Consequently, we remove the dependence on \(\omega\) and denote the feasible discrete set of solutions to the second stage by \(X(z)\).

4.1 SConFL Problem with Uncertain Demands

In the case where uncertainty on assignment costs is due to unknown demand quantities, we assume that the per unit assignment cost (denoted by \(k_{ij}\)) is fixed and known beforehand. Here when scenario \(\omega\) is unveiled, we mean that the demand quantity \(d_j(\omega)\) is discovered for each demand node \(j\), and hence the assignment cost \(a_{ij}(\omega) = k_{ij}d_j(\omega)\) is revealed. In this setting, the assignment costs are the only random input parameter in the problem. For this specific realization of events, we show that the value of the stochastic solution is null. In other words, the optimal solution for this stochastic ConFL is the optimal solution of a deterministic ConFL problem when average demands are assumed.
**Theorem 4.1.** The optimal solution of the stochastic ConFL with uncertain demands is equal to the optimal solution of the deterministic ConFL obtained by replacing all random variables by their expected values.

To prove Theorem 4.1, we use the following two lemmas.

**Lemma 4.2.** Given facility locations \( z \) from the first stage, the optimal allocation solution, \( x^* \), to the recourse problem, \( Q(z, \omega) \), for the SConFL with uncertain demands is invariant to demand realizations.

**Proof of Lemma 4.2:** Let \( x^* \in X(z) \) be an optimal solution for \( Q(z, \omega) \) for some \( \omega \in \Omega \). Then,

\[
q(z, \omega)(x^*) = \sum_{j \in D}(\sum_{i \in n(j)} a_{ij}(\omega)x_{ij}^*) = \sum_{j \in D}(\sum_{i \in n(j)} k_{ij}d_j(\omega))x_{ij}^*
\]

\[
= \sum_{j \in D}d_j(\omega)(\sum_{i \in n(j)} k_{ij}x_{ij}^*) \leq \sum_{j \in D}d_j(\omega)(\sum_{i \in n(j)} k_{ij}x_{ij}), \forall x \in X(z).
\]

In vector notation where \( k_j = \{k_{1j}, k_{2j}, \ldots, k_{n(j)j}\} \) and \( x_j = \{x_{1j}, x_{2j}, \ldots, x_{n(j)j}\} \),

\[
\sum_{j \in D}d_j(\omega)(k_j^T x_j^*) \leq \sum_{j \in D}d_j(\omega)(k_j^T x_j), \forall x \in X(z). \tag{18}
\]

In fact inequality (18) implies that the inequality holds not only for the summation, but also for each individual term in it. If there were a demand node \( j \in D \), such that \( d_j(\omega)(k_j^T x_j^*) > d_j(\omega)(k_j^T x_j') \) for some \( x_j' \), then we could replace \( j \)'s assignment in \( x^* \) and obtain a lower objective function. Consequently, \( d_j(\omega)(k_j^T x_j^*) \leq d_j(\omega)(k_j^T x_j), \forall j \in D, \forall x \in X(z) \); which implies \( k_j^T x_j^* \leq k_j^T x_j, \forall j \in D, \forall x \in X(z) \).

Since \( x^* \in X(z) \), it is a feasible solution for \( Q(z, \omega), \forall \omega \in \Omega \). Now, assume that \( x^* \) is not an optimal solution to \( Q(z, \omega) \) for some \( \omega \in \Omega \). Then, there exists an \( x' \neq x^* \in X(z) \) such that \( q(z, \omega)(x') < q(z, \omega)(x^*) \) for some \( \omega \in \Omega \).

\[
q(z, \omega)(x') = \sum_{j \in D}d_j(\omega)(k_j^T x_j') < \sum_{j \in D}d_j(\omega)(k_j^T x_j^*)
\]

\[
\Rightarrow d_j(\omega)(k_j^T x_j') < d_j(\omega)(k_j^T x_j^*), \exists j \in D
\]

\[
\Rightarrow k_j^T x_j' < k_j^T x_j^*, \exists j \in D \Rightarrow \text{contradiction.}
\]

This yields a contradiction equation proving Lemma 4.2. \( \square \)

**Lemma 4.3.** Given a first-stage decision, \( z \), the expected value of the recourse program, \( Q(z, \omega) \), for the SConFL with uncertain demands equals the objective function value of the recourse program with expected
demands.

**Proof of Lemma 4.3:** \( E_\omega(Q(z, \omega)) = \sum_{\omega \in \Omega} \pi_\omega Q(z, \omega) = \sum_{\omega \in \Omega} \pi_\omega \min_{x \in X(z)} \sum_{j \in D} \sum_{i \in n(j)} k_{ij} d_j(\omega) x_{ij} \).

By Lemma 4.2, we can take the minimization outside the first summation. Moreover, we can rearrange the order of summations. Thus,

\[
E_\omega(Q(z, \omega)) = \min_{x \in X(z)} \sum_{\omega \in \Omega} \pi_\omega \sum_{j \in D} \sum_{i \in n(j)} k_{ij} d_j(\omega) x_{ij} = \min_{x \in X(z)} \sum_{\omega \in \Omega} \pi_\omega \sum_{j \in D} \sum_{i \in n(j)} k_{ij} x_{ij} \sum_{\omega \in \Omega} \pi_\omega d_j(\omega) \]

\( \square \).

**Proof of Theorem 4.1:** Theorem 4.1 now directly follows from Lemma 4.3. \( \square \)

### 4.2 SConFL Problem with Uncertain Locations

When variability in assignment costs is due to uncertainty on customers’ location or other factors that do not affect assignment costs proportionally, simplifying the problem by replacing the random variables by their expected value does not lead to good solutions. This is because the location of the closest open facility depends on the realized scenario. In this case we transform the SConFL problem into a deterministic ConFL problem with multiple copies of demand nodes. Then, any high-quality method for the ConFL problem can be applied to solve the deterministic equivalent problems (when the number of scenarios is limited).

We assume there is a finite number of scenarios, \( \omega \in \Omega \) with positive probability, \( \pi_\omega \), that fully determine the entire set of possible assignment costs, \( a_{ij}(\omega) \) \( j \in D \) and \( \forall i \in n(j) \). That is, \( a_{ij}(\omega) \) is the cost of assigning demand node \( j \) to facility node \( i \) when scenario \( \omega \) is realized. Then, the SConFL problem is equivalent to a deterministic ConFL problem with \( |\Omega| \) copies of each demand node—one copy for each scenario—and with assignment costs, \( a_{ij\omega} \) equal to \( \pi_\omega a_{ij}(\omega) \), where \( j_\omega \) is the copy of demand node \( j \in D \) for scenario \( \omega \in \Omega \) and \( i \in n(j) \).\(^2\)

\(^2\)This strategy of transforming a stochastic combinatorial problem into a deterministic equivalent problem on a larger graph (where one copy of a node is created for each scenario) has also been applied in other stochastic network design problems; see Bomze et al. [6], Correia and Saldanha da Gama [7], Kurz et al. [19], Louveaux and Peeters [26].
Deterministic equivalent formulation for the Stochastic ConFL problem:

Minimize \[ \sum_{i \in F} f_i z_i + \sum_{\{i,j\} \in E(F \cup S)} b_{ij} y_{ij} + \sum_{\omega \in \Omega} \sum_{j \in D} \sum_{i \in n(j)} \pi_{\omega} a_{ij}(\omega) x_{ij}(\omega) \] (19a)

subject to \[ \sum_{i \in n(j)} x_{ij}(\omega) = 1, \forall j \in D, \forall \omega \in \Omega \] (19b)

\[ x_{ij}(\omega) \leq z_i, \forall j \in D, \forall i \in n(j), \forall \omega \in \Omega \] (19c)

\[ x_{ij}(\omega) \in \{0, 1\}, \forall j \in D, \forall i \in n(j) \] (19d)

and (15b), (15c), (15d), (15h), (15i).

We should note that although we have a deterministic equivalent problem in hand, its size grows rapidly with the number of possible scenarios. For example, a problem with only two facilities, \(|F| = 2\), and three demand nodes, \(|D| = 3\), where any demand node can be assigned to any facility node with an uncertain assignment cost, \(a_{ij}\), that can be either low or high would have a total of 64 scenarios to consider, \(|2|^{\left|D\right|\left|F\right|}\).

When the location of demand nodes are independent from each other, the number of scenarios increases rapidly and to simply solve the deterministic equivalent problem with multiple demand node copies is impractical and computationally infeasible. The inexact SAA presented in §3 addresses this situation (and ones in which the number of scenarios are exponential or uncountable) by solving approximately the sample average problems. In particular, we approximately solve the sample average problems using Bardossy and Raghavan [2]'s DLS heuristic. The DLS heuristic also provides a lower bound on the optimal solution value (in this case for the sample average problem). The results in Bardossy and Raghavan [2] suggest that the DLS heuristic provides extremely tight bounds and runs very rapidly. These two indicators suggest it might work well in the inexact SAA approach.

5 Computational Experiments

In this section we apply the inexact SAA method. First, we consider the SConFL problem (the motivating application for this approach). In addition, we consider the SUFL problem. All our computational exper-
imements are conducted on a Windows 7 machine with an Intel Core i7-3770 processor with a speed of 3.40 GHz and with 32 gigabytes of RAM.

5.1 Problem Generation and Characteristics

We first describe how we generate instances for our test problems and their corresponding sample average problems. We use a similar approach to generate both the SConFL and SUFL problem instances. The only difference is that in the SUFL problem instances we do not generate any Steiner nodes. Our ConFL problem instances follow the more common convention that facility nodes that do not serve customers do not incur a facility opening cost.

We start by generating a 100 x 100 square grid. The location of each demand, facility, and Steiner node (in the SConFL problem instances) is selected randomly on the grid. Furthermore, to represent the uncertainty in the assignment costs we assume that the exact location of each demand node is uncertain and in a random box around its coordinate \( j = (j_1, j_2) \) on the grid. This is defined by an error term, \( e = (\epsilon_{j_1}, \epsilon_{j_2}) \), drawn from a discrete uniform distribution according to a given variability, \( v \). In our first set of instances, \( v \) ranges from 5 to 20 in steps of 5; i.e. if \( v = 5 \) then \( \epsilon_{j_1} \) and \( \epsilon_{j_2} \) are uniformly distributed between \(-5\) and \(5\). To generate the sample average problems, we generate scenarios where the exact location of the demand nodes is randomly determined within its box-uncertainty region.

The Euclidean distances rounded up to their nearest integer values were used as a basis for the edge lengths. The assignment edge costs are equal to the edge lengths between demand nodes and facility nodes, while tree edge costs (in the SConFL problem) are equal to the edge lengths multiplied by an \( M \) factor. The \( M \) factor illustrates the significantly higher (in terms of cost per unit distance) connection cost of edges in the tree \( T \). The number of demand nodes and facility nodes vary between 10 and 90 in steps of 10, with the total number of demand and facility nodes equal to 100. The number of Steiner nodes is 20 for all SConFL problem instances. The facility opening costs are equal to 30 and the same for all the facility nodes. These problem parameters cover a wide range of characteristics and were specifically chosen to include the hardest types of ConFL problem instances (for the DLS heuristic) reported in Bardossy and Raghavan [2].
5.2 Parameter Selection for the Inexact SAA Approach

Most of our experiments are on the SConFL problem, and we use it to select the parameters \( N \), \( R \), and \( N' \) in the inexact SAA approach. There is a trade-off between sample size \( N \) (i.e., number of scenarios per sample average problem), the number of replications \( R \) (i.e., number of sample average problems) and the computational effort. The larger the sample size \( N \), the more closely the sample problem will resemble the stochastic problem and the longer it will take to solve. Similarly, the larger the number of replications \( R \), the lower the variance of the lower bound and the tighter the lower limit of the confidence interval. As indicated by Kleywegt et al. [17], “if the computational complexity of solving the SAA problem increases faster than linearly in the sample size \( N \), it may be more efficient to choose a smaller sample size \( N \) and to generate and solve several SAA problems”. We explore this premise in this section and find the complexity of solving larger ConFL problem increases faster than linearly. A third parameter of the SAA method is the number of scenarios \( N' \) used to test each of the solutions generated by solving the sample average problems. In this case, a larger number of scenarios \( N' \) decreases the sample variance of the upper bound which can yield a tighter upper limit for the confidence interval.

The number of replications, \( R \), enters into the computation of the lower bound. In order to improve the lower bound defined by equation (12), one must decrease the sample variance of \( \mathbb{E}[u_{LB}^N] \) either increasing the number of scenarios, \( N \), for each sample average problem, or the number of replications, \( R \). Tables 1 and 2 show average 99%-confidence interval gaps (as a percentage) and computational times for various sample sizes, \( N \), and number of replications, \( R \), respectively. In Table 1, \( R \) is varied while \( N \) is kept fixed. In these instances there are 50 demand nodes, 50 facility nodes, and has variability up to \( \pm 10 \) in demand node coordinates. Each entry in the table is the average of ten instances. For example, when \( M = 3 \) and \( R = 10 \) (with \( N \) fixed at 20) the average 99% confidence interval percentage gap is 3.33% and the average running time is 66.17 seconds. Table 1 shows that the computational time increases linearly while the average gap decreases slowly with the number of replications. Interestingly, while increasing the number of replications does not improve the quality of the upper bound, it does decrease the lower bound sample variance and consequently improves the lower bound. The steady improvement in the gap for additional replications has a clear computational cost and considering the trade-off we selected the number of replications \( R \) to 20 for our computational experiments.
Table 1: Average 99% confidence interval percentage gaps and computational times (in seconds) while varying $R$ and keeping $N$ fixed at 20.

<table>
<thead>
<tr>
<th>$M$</th>
<th>$R$</th>
<th>Gap</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>3.33%</td>
<td>3.21%</td>
<td>3.12%</td>
</tr>
<tr>
<td></td>
<td>66.17</td>
<td>99.27</td>
<td>132.42</td>
</tr>
<tr>
<td>5</td>
<td>4.09%</td>
<td>3.97%</td>
<td>3.90%</td>
</tr>
<tr>
<td></td>
<td>81.59</td>
<td>122.59</td>
<td>163.32</td>
</tr>
<tr>
<td>7</td>
<td>3.40%</td>
<td>3.23%</td>
<td>3.15%</td>
</tr>
<tr>
<td></td>
<td>99.82</td>
<td>149.79</td>
<td>199.71</td>
</tr>
</tbody>
</table>

Table 2: Average 99% confidence interval percentage gaps and computational times (in seconds) while varying $N$ and keeping $R$ fixed at 20.

<table>
<thead>
<tr>
<th>$M$</th>
<th>$N$</th>
<th>Gap</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>3.51%</td>
<td>3.41%</td>
<td>3.12%</td>
</tr>
<tr>
<td></td>
<td>57.70</td>
<td>92.59</td>
<td>132.59</td>
</tr>
<tr>
<td>5</td>
<td>3.71%</td>
<td>3.72%</td>
<td>3.66%</td>
</tr>
<tr>
<td></td>
<td>65.63</td>
<td>106.63</td>
<td>162.55</td>
</tr>
<tr>
<td>7</td>
<td>3.13%</td>
<td>3.01%</td>
<td>3.00%</td>
</tr>
<tr>
<td></td>
<td>77.89</td>
<td>128.20</td>
<td>199.81</td>
</tr>
</tbody>
</table>

In Table 2, $N$ is varied while $R$ is kept fixed. It shows that the computational time grows faster than a linear function of sample size $N$; while the effect of the sample size $N$ on the gaps is somewhat unpredictable. The gaps seem to decrease when $N$ is increased from 10 to 15 to 20 but for larger sample sizes the gaps increase and decrease without a clear pattern. Larger sample problems did not yield significantly better candidate solutions; consequently, for our experiments we settled with $N = 20$.

In summary, the gap improvements from additional replications was greater than the one obtained by increasing the number of scenarios per sample average problem. Given a budget of computational time, these results indicate that increasing the number of replications might be the preferred strategy to produce tighter confidence interval around the true optimal cost and improve the quality of the lower bound. This behavior was representative of the entire set of problems tested; hence, we set $N = 20$ and $R = 20$ for our remaining computational experiments.

Earlier we mentioned that we can use a large number of scenarios to assess the quality of a solution and calculate an approximate $100(1 - \alpha)\%$ confidence upper bound by using equation (8). Clearly, the sample variance is one of the key factors that determines the width of such a bound. Figure 2a shows how the
sample variance of $\bar{Q}_{N'}(z)$ changes as the number of scenarios, $N'$, increases. This figure corresponds to one instance of the problem studied in Tables 1 and 2 with $N = 20$, $R = 20$, and $M = 3$. (Notice, although there were 20 replications only 11 unique solutions were obtained.) The sample variance decreases abruptly at the beginning but later it starts to level off around the 2000 scenarios. Sample variance $\bar{Q}_{N'}(z)$ only affects the upper limit of the confidence interval (which in turn affects the confidence interval percentage gap). Figure 2b shows the change in the 99%-confidence interval percentage gap as the number of scenarios increases. The gap decreases abruptly up to 1500 scenarios and then stays stable within 0.05%. Although the variance decreases as the number of scenarios, $N'$, increases; there is variability in the total cost of the solution (which together with the sample variance affect the value of the upper limit of the confidence interval). Thus the 99%-confidence interval percentage gap doesn’t necessarily decrease and stays relatively stable in our computational experiments. Based on these observations, we decided to fix $N' = 2000$ in our computational experiments. Evaluating more scenarios would only increase computational time with practically no gain in terms of the quality of the bound. Once again these results were representative of the entire set of problem instances.

5.3 SConFL Problem Results

Tables 3 and 4 show our computational results for the SConFL problem using the inexact SAA method and the DLS heuristic. Each entry in Table 3 shows the average gap and average time over ten instances, while
Table 3: Average 99% confidence interval percentage gaps and times (in seconds) for the Inexact SAA method applied to the SConFL problem.

Table 4 shows the maximum gap and maximum computational time for those ten instances. The values reported are average 99% confidence interval percentage gaps. That is, with 99% confidence the optimal value of the true stochastic problem is $\hat{\text{gap}}(z)$% from the (upper bound) solution obtained by the inexact SAA method. Overall, these gaps follow the behavior observed for the deterministic instances in Bardossy and Raghavan [2]. Lower gaps are observed for either high proportions of demand nodes or facility nodes. On the contrary, higher gaps are observed for balanced instances with similar numbers of demand nodes and facility nodes. Furthermore, these confidence interval gaps increase for higher levels of uncertainty. We can provide two explanations for this behavior. First, as the uncertainty level increases, the optimality gaps (i.e., percentage gaps between the upper and lower bounds) obtained by DLS increase; we observe this behavior.
for the individual sample average problems. Second, as the uncertainty level increases, the sample variance increases as well, and the width of the confidence interval increases. The magnitude of the 99% confidence interval percentage gaps are quite reasonable. Their average value ranges between 0.28% to 4.27%; while the maximum value is 7.17%.

In terms of computational times, we observe that for all values of $M$ and $v$ as the proportion of demand nodes increases the computational time increases reaching a peak at 30 demand nodes and 70 facility nodes and then decreases again. Overall, computational times increase as the $M$ factor increases. The behavior of the DLS heuristic and the inexact SAA method is quite stable as the maximum running times are close to the averages; indicating that the run time across the 10 instances does not exhibit much variability. The maximum running time across the 1080 instances is 282.27 seconds (less than 5 minutes).

While the gaps of the inexact SAA method applied to the SConFL problem are quite reasonable, natural questions arise. How much have we gained in terms of running time (and thus our ability to solve large-scale problems)? How much have we lost in terms of the gaps? To assess this issue we obtained a state-of-the-art code capable of solving large ConFL instances to optimality [23]. We used it within the SAA method and compared its results to those obtained by the inexact SAA method.

To conduct this comparison we considered a subset of our test instances with $v = 10$. Table 5 summarizes the results of this comparison. It shows that the (exact) SAA method yields solutions with average 99% confidence interval percentage gaps less than 1%; and maximum 99% confidence interval percentage gaps less than 1.39%. On the other hand, the inexact SAA method shows average 99% confidence interval percentage gaps up to 3.75%, and maximum 99% confidence interval percentage gaps up to 6.00% (achieved when $v = 10, M = 7, |D| = 50, |F| = 50$). Regarding the computational times, the (exact) SAA method seems to be very sensitive to the input data and times vary greatly between instances. The computational times for the SAA method average 16 minutes over the 270 test instances, with some instances taking as long as 2 hours. On the other hand the computational times for the inexact SAA method are quite robust and average 2 minutes over the 270 test instances, with no instance taking more than 5 minutes to solve. In general problems with fewer candidate facility nodes are faster to solve with both the SAA and inexact SAA method.

We wanted to get a better sense of whether the greater gap with the inexact SAA method was due to
the quality of the upper or lower bound. To this end, we evaluated the upper end of the confidence interval generated by the inexact SAA method against the lower end of the confidence interval generated by the (exact) SAA method. This is shown in the last two columns of Table 5. This comparison shows gaps closer to the SAA method, indicating that the DLS produces high-quality solutions, while the lower bounds may not be as tight. In fact, on average the upper end of the confidence interval for the inexact SAA method is 0.30% greater than the upper end of the confidence interval for the SAA method; while the lower end of the confidence interval of the inexact SAA method is 1.22% lower than the lower end of the confidence interval for the SAA method.

Table 4: Maximum 99% confidence interval percentage gaps and times (in seconds) for the inexact SAA method applied to the SConFL problem.
### Table 5: Comparing the quality of solutions and computational time for the Inexact SAA Method and (Exact) SAA Method applied to the SConFL problem (on instances with $v = 10$).

#### 5.4 SUFL Problem Results

The SUFL problem can be viewed as a special case of the SConFL problem without the requirement that open facilities have to be connected. Correia and Saldanha da Gama [7] state the SUFL problem and provide a deterministic equivalent formulation which we arrive at from Formulation (19) by eliminating the $y_{ij}$ variables.
Deterministic equivalent formulation for the SUFL problem:

\[
\text{Minimize } \sum_{i \in F} f_i z_i + \sum_{\omega \in \Omega} \sum_{j \in D} \sum_{i \in n(j)} \pi_{\omega} a_{ij}(\omega) x_{ij}(\omega) \quad (20)
\]

subject to (19b), (19c), (19d) and (15i).

We apply the inexact SAA method to the SUFL problem. To get a heuristic solution and lower bound for each sample average problem we used dual-ascent. We converted the UFL problem to a directed Steiner tree problem and applied our dual-ascent algorithm. Table 6 describes these results. The table reports on the average 99% confidence interval percentage gap and the average computational time (averaged over ten instances). The results of the inexact SAA approach are promising. Over 460 problem instances it generates solutions that are on average 2.63% from the optimal (with 99% confidence) taking an average of 8.7 seconds for each instance. We notice that the run times of the inexact SAA are quite stable and marginally affected by the level of uncertainty ($v$).

To assess the quality of the gaps provided by the inexact SAA method for the SUFL problem and to get a better sense of the speedup obtained by using the inexact SAA method we also implemented the SAA method where the sample average problems are solved exactly with CPLEX. Tables 7 displays these results, reporting on the average 99% confidence interval percentage gap and the average computational time (over ten instances). In contrast to the inexact SAA method, the SAA approach generates solutions that are on average 0.94% from the optimal (with 99% confidence) taking an average of 475 seconds for each instance.
Table 7: Average 99% confidence interval gaps and times (in seconds) for the SAA method applied to the SUFL problem.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gap</td>
<td>Time (s)</td>
<td>Gap</td>
<td>Time (s)</td>
<td>Gap</td>
</tr>
<tr>
<td>10</td>
<td>0.64%</td>
<td>197.09</td>
<td>1.29%</td>
<td>273.38</td>
<td>1.70%</td>
</tr>
<tr>
<td>20</td>
<td>0.66%</td>
<td>487.78</td>
<td>1.18%</td>
<td>680.20</td>
<td>1.55%</td>
</tr>
<tr>
<td>30</td>
<td>0.55%</td>
<td>646.20</td>
<td>1.00%</td>
<td>820.65</td>
<td>1.28%</td>
</tr>
<tr>
<td>40</td>
<td>0.48%</td>
<td>661.96</td>
<td>0.94%</td>
<td>843.31</td>
<td>1.20%</td>
</tr>
<tr>
<td>50</td>
<td>0.48%</td>
<td>230.72</td>
<td>0.93%</td>
<td>291.78</td>
<td>1.13%</td>
</tr>
<tr>
<td>60</td>
<td>0.43%</td>
<td>317.17</td>
<td>0.76%</td>
<td>411.47</td>
<td>0.93%</td>
</tr>
<tr>
<td>70</td>
<td>0.32%</td>
<td>181.45</td>
<td>0.63%</td>
<td>196.03</td>
<td>0.74%</td>
</tr>
<tr>
<td>80</td>
<td>0.26%</td>
<td>71.26</td>
<td>0.55%</td>
<td>73.17</td>
<td>0.54%</td>
</tr>
<tr>
<td>90</td>
<td>0.30%</td>
<td>14.45</td>
<td>0.44%</td>
<td>14.04</td>
<td>0.53%</td>
</tr>
</tbody>
</table>

Going further and comparing the gaps on each instance we found on average the upper end of the confidence interval for the inexact SAA method is 1.02% greater than the upper end of the confidence interval for the SAA method; while the lower end of the confidence interval of the inexact SAA method is 0.63% lower than the lower end of the confidence interval for the SAA method. This suggests that there may be some slight room to improve upon the upper bound solution produced by the dual-ascent heuristic. Indeed, we implemented the dual-ascent heuristic for the UFL without any additional local search phase (as we did for the ConFL) that adds and drops facilities.

6 Conclusions

In this paper we proposed an inexact SAA method that broadens the scope and increases the applicability of the SAA method to large two-stage stochastic integer programs. To apply it, one only needs a good heuristic and a tight lower bounding procedure for the sample average problems to yield tight confidence intervals on the stochastic problem.

We considered the SConFL problem that arises in applications in data management and telecommunications. We studied the impact of two alternate sources of assignment cost uncertainty and described the value of the stochastic solution for each case. For uncertain demand quantities, we showed that the problem can be solved optimally by replacing uncertain values by their average values. In the more general case, where variability in costs occurs on the assignment edges, we showed how to transform the SConFL prob-
lem into a deterministic equivalent ConFL problem with a larger number of customer nodes; which then can be solved by already proposed methods, such as the DLS heuristic, when the number of scenarios is limited. For SConFL problems with a large number of scenarios, that are impractical to solve by solving their deterministic equivalent problem, we illustrated the inexact SAA approach with strong results and tight confidence intervals on the objective function value.

Since the inexact SAA method expands the scope and allows one to apply heuristics to the sample average problems (when there is a good lower bound at hand), we expect (and hope) this approach will be adopted by other researchers as a computational solution procedure of choice for a wide range of two-stage stochastic integer programs, where good heuristics and tight lower bounding mechanisms are at-hand. Certainly, additional questions remain to be answered from a theoretical perspective. For example, it may be useful to characterize the number of samples for the sample average problem and the number of replications for a given level of convergence. Furthermore, one can explore variance reduction techniques, such as common random streams, to improve the computational efficiency of our method. These are topics for future research.
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