Unifications | of Techniques: See the Wholeness and Many-Fold ness
Population i, o2 Expected value and Variance both unknown
Continuous | Must be estimated with confidence.
R.V. Homogenous population
Population n=Y(xipi) = E(x);
Discrete | 62 = (Ex?) — (Ex)* = X(xi® pi) — [Z(xi p)]*;
R.V. o= \/?
Sample (s) | 3= 2x. 2GR _ S5 oo Sum(x?) — (Sum x)?/n,
n n-1 n—-1
CV.=2
Probability: | p(a given B)=P(AIB) = P(A and B/ P (B) = “.
P(A or B) = P(AUB) = P(A) + P(B) - P(AN B)
A and B are independent if P(A|B) = P(A)

Binomial
Probability
Distribution

X success in n trial with
is probability success
P(x) =
n!
X (1 — n—-x
x!(n —x)! (1 -m)

w=nm;, o’ =nn(l—m)

o unknow, use s
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For the parent population the expected value is:

Central limit theorem: Sampling
distribution of mean tends to be normal
density as the (fixed) sample size

- g -
increases. p=p and 0% == if

Only one
wials of
averaging
outar values
fall dice 1
or ail 6]

u=Y.(xi pi) = E(x) = 1(1/6) + 2(1/6) + 3(1/6) + 4(1/6) + 5(1/6) + 6(1/6) = 21/6 which the same for the other 3 sampling
means distributions.

For the parent population the variance is:

0% = (Ex?) — (Ex)% = Y.(xi% pi) — (Ex)* = 1(1/6) + 4(1/6) + 9(1/6) + 16(1/6) + 25(1/6) + 36(1/6) — (21/6)* = 4.04

2
The variance for the others is % =4.04/2=2.02, 4.04/3 = 1.37, 4.04/4 = 1.01, respectively, it get smaller as sample size

increases.

Selection of a Statistical Table

{continuous random variables)

Number of Populations (K)

K=2 K=1

|
porg?




For Population For sampling distribution with sample size = n
Z- Z=""F to make Xohx XK XTH = =2 i
atistic . Zs o o S (inthat uz = pand o ﬁand large n, invoke
N(0,1) the CLT)
T- Normal Tp= K is Normal
statistic ¥ osin

Notice the difference: The Z-score, Z-transformation = x%f

, is used to make data dimensionless, often for comparison

purposes. For example price of the houses and their sized in Washington DC., and Tokyo.

Estimation with Confidence

1 Population 2 Populations
Population X+Za 0x =X + Za = _ /
megnu X_ZEO'X x_ZE\/ﬁ T -+ 7a s2
X * ta 05 = X * ta — (wWith v = n-1) 2
2 2 Vn X;-%x; % ta s ( + )
1- 42 = p n, n,
(With pooled estimate for S: s2 = S 171)51:1(”22_1)52 )
.
(v=n4 +n, —2)
Population W, = m true population proportion of 1(1-p1) 2 (1-p2)
proportion SUCCESS. Pr- Pyt 22 0g1-p2) =Pr- Py % 2e \/p o T
(probability) (-1
(P=2) %"=
Sample are p (1-p)
sufficiently Prze |75
large
Means: 2p0|_os Known also as the “before-and-after” g = (1 — 1)
Matched pairs | test
Large Isample size (CLT) if the d is not | ;7 4 Za G—Z =d+za 3—3 (if o4 unknown with large sample)
norma 2 2
d=*tza % =dz*ta T% (if o4 unknown with small sample
2 2
Variance ¢2 (n;)sz <o?< (;2 1)s? s - "—12 - le(nl—i,nZ—l,;)
a/z (1__) s F(n2-1,n1-1,>) ~ 03 — S5
Determination | with d margin of error:
of sample size _ %430
for Continuous T a2

and
Discrete R.V.

With d margin of error for proportion:

z2,, m(1-m)
n= “/ZT, you may usew = 0.5




Hypothesis Testing

1Population

2Populations

1tailed: Ha: >or (<)
Rejection region: Z >z, or (Z<-2z,)

2tailed: Ha: #

Rejection region: Z >z« 0r Z < - Z«
2 2

Pop mean p Ho: p=po Ho: p1-p2=0
Ha: p# o Ha: ul- 2 #0
For one-sided use Z > za Or Z < - za ) 7= x1-x2_ _ _ x1-x2
_ _ 2 2 T o=-0=
Z_x—ll0~_x—l-10 x1 x2 ﬁ_l_ﬁ
- o3 - s/vn ny np
Large sample size to invoke CLT. If variances are almost the same, then use
t=—2"22_ \ijth table v = n1+n2-2
sf,(%ﬁi)
Population Ho: m =mo Ho:ml-n2=0
proportion Ha:m # mo Ha:ml-m2#0
(probability) - _P-mo __P1-pP2 _ P1-P2
(m—p= %) f@ 0ofei-rn)  [pq(L+2)
Sample are Lal‘ge Samp|e size to invoke CLT. With p:xl_+x2 and g= 1_p’ |arge Sample size.
sufficiently nitn2
large
Population Ho: 02 = o Ho: % = 1
variance Ha: 02 # o2 "o} ,
2tailed: X2 > X2, , or X2 < X2, ltailed: Ha: 2 > 1
1tailed: X2 > X2_, (or X? < X2 2 !
Withveni —© ( a) F= j—; critical value F, (n1-1, n2-1)
2
_ 2 2
x2 = @Ds 1tailed: Ha: 2 <1
g, 0.2
0 2 2
Population is normal F= 55721 critical value 1/F, (n2-1, n1-1)
2 .
2tailed: Ha: & % 1, F = Z8LIeTVaTIance ol value
o5 Smaller variance
Fg /2 (n1-1, n2-1), Populations are normal
Population There is dependency, known also as the Ho: pl-pu2=0
mean for Pair | “before-and-after” test. Large sample size — _d _ a
matched (CLT) if the d is not normal Ha: pl-u2#0, 2 ca/Nn  Sa/Vn




