
Example 2.5 
Stem and Leaf:  To construct a stem and leaf plot, all data is ordered in ascending order. Then the stem and the leaf portion are determined.  The stems are being the first digit and the leaf the balance. Note that the data can be simplified by dropping trailing zeros. The entire set of stems is listed in order and the leaf portions are listed in increasing order with its corresponding stem. The number of leaves for each stem is the frequency. The relative frequency is found by dividing the number of leaves for a particular stem by the total number of leaves. This problem did not include negative numbers but presumably they would also be used. These plots are useful to determine the relative shape of the data set providing a quick overview of the distribution. For very small sets of data, this plot may not provide useful information and for very large sets of data it would be very cumbersome and time consuming. With large numbers of data, the plot would lose its visual effectiveness and start getting cluttered and messy since each data point is listed in some form. A decision would need to be made on the amount of time required to prepare a stem and leaf plot versus the usefulness of the output that would be provided.  As the data set increases in number, a decision would need to be made to switch to a more appropriate plot such as possible a histogram.

Example 2.7
 Histogram
The first step in constructing a histogram is to define the categories or class intervals by determining the smallest and the largest data values. It may be helpful to order the data, but is not required. These points determine the span of the data. Next the number of categories must be determined. The book gives “rule of thumb”, but there are other methods which would depend of the data. Using the square root of the number of data points or observations rounded up to the next whole number is another “rule of thumb” used. Once the number of intervals is determined the interval width is determined. The lowest data point should fall somewhere the lowest interval not necessarily using the lowest point as the starting interval. Class interval width can be determined by dividing the range of your smallest and largest data points by the number of class intervals chosen. Next the class frequency is determined by each data point and determining which class interval it fall within. The relative class frequency is the class frequency divided by the total number of observations. Once totaled the relative frequency total should be 100%, but may be off very slightly do the rounding errors. The next step is to draw your histogram placing your class intervals along the horizontal axis and the relative frequency along your vertical axis, labeled with units of measurement. Plot your relative frequency with your class interval data. A Histogram will make it easy to see where the majority of values fall in a measurement scale, and how much variation there is in t the data. It helps summarize large sets of data. In terms of what the data represented, the conclusion was that the majority of the home prices were between $36050 and $84,050.

Examples 3.1 and 3.2 
Finding Sums

Using the function or expression you are given, plug in your data, calculate the result and total your responses.

Example 3.8
 Computing a Variance
The variance will determine the spread of the data or observations around the mean. To do this we need to find the difference between each data point and the mean. Then we average these differences. Note that we measure the differences to the mean regardless of the sign. Using a simple chart with the observations listed in column 1, the difference from each observation from the mean in column 2 (X – Xbar),   that value squared in column 3 or (X – Xbar) 2. Sum up the squared difference listed in column 3 and divided by the total number of data points minus 1. Note that the sum of column 2 or the sum of the deviations should be zero or your average or Xbar is wrong.

Example 3.14
 Computing a Z score
The Z score tells your relative position to the mean. To calculate, take your value X and subtract Xbar and divide this result by the standard deviation. This score can be positive or negative. A positive result indicates that your value X was to the right of the mean and a negative value indicate that your value was to the left.

Computer Assignments

I used the link for the Histogram and entered the 50 data points for Exercise 2.7 of the text. The results from the computer program were different from the text solution. One reason was because of the selection of 11 classes in the text versus the program choosing 8.  Also, the data ranges were different. Exercise 2.7 of the text constructed a relative frequency histogram. The interval width of the program was 16,250 while the interval width of the text problem was 12,000. With different interval widths, naturally, the frequency figures would change. The computer program plotted frequency values not relative frequency values. Those specific differences aside, the generalized shape of the distribution was very similar. Both plots had peaks with the maximum frequency within the same area, an interval of 48,050 – 60,050 for the text problem and interval of 41,250 – 57,500 for the computer problem; all figures are in dollars. I looked on various sites and there is no hard fast rule on determining the number of intervals or the class interval width. There are various “rule of thumb” methods. 

Since the computer program results were frequencies, not relative frequencies so I manually converted the computer results from frequency to relative frequency. When I started this, I noticed that the computer program had 50 data points entered, but showed only 49. (I checked the number of data points entered after I entered the data, so I know I entered 50). Using 49, instead of 50, I calculated relative frequencies for the computer plot. These figures are very similar and in some case exactly the same as the text problem relative frequencies. The differences that did exist could be accounted for because the interval width was different and the number of classes was also different. Some frequency (and in turn relative frequency) results may have been included in the adjoining interval.

While the specific numbers may be different, you get the “flavor” of the data or the same general result. Two different researchers would probably reach similar conclusions that would validate each other. A curve connecting the midpoint of each class interval would result in similar shapes. Both had a rightward positive skew. I think it would have been interesting if the program had allowed us to change to number of classes or the width of each interval. 


