Frequently Asked Questions: A “Why?” List

Q1. Why is it generally not a good idea to use statistics as the only tool for decision making?

Statistics, like any other branch of science, provides Instrumental Knowledge. What you do with this knowledge is up to you.  Statistical analysis is a tool to describe objectively the decision problem based on facts in a transparent and understandable language for the decision maker.  The aim is to provide some useful insights to the decision maker. It is never a substitute for the human-side of the decision making process. Therefore, it must help the decision maker who is responsible and accountable for his/her decision. 

Q2. Why is statistical analysis preferable to visual inspection – “eye-balling” – the data?

Data in its raw-form is generally huge in size and unorganized, e.g., Survey Data. One needs Descriptive Statistical to organize, summarize in a condense form that is possible for human mind to start thinking process. Thinking must start with information.   Revealing information from data set is one aspect of statistical data analysis.  The ultimate aim is to understand certain characteristics of the population        

Q3. Why do we study samples when we want to know about populations?

Samples that representing the population are preferable because:

Cost: Cost is one of the main arguments in favor of sampling, because often a sample can furnish data of sufficient accuracy and at much lower cost than a census. 
Accuracy: Much better control over data collection errors is possible with sampling than with a census, because a sample is a smaller-scale undertaking. 
Timeliness: Another advantage of a sample over a census is that the sample produces information faster. This is important for timely decision making. 
Amount of Information: More detailed information can be obtained from a sample survey than from a census, because it take less time, is less costly, and allows us to take more care in the data processing stage. 
Destructive Tests: When a test involves the destruction of an item under study, sampling must be used. Statistical sampling determination can be used to find the optimal sample size within an acceptable cost. 
Q4. Why do we study random sample instead of just any sample?

Random sampling provides equal chance to each individual member of the population to be selected for investigation.  Random samples therefore are unbiased in their being representative of the population under investigation.

Q5. Why is the median sometimes better than the mean as an indicator of the central tendency?

The central tendency is often measured by the mean because the other two measures namely median and node are almost the same for a homogeneous population having symmetric distribution. However, if the distribution is severely skewed, then one must use the median as a single value representing population, such as salary in your organization. 

Q6. Why is standard deviation a better measurement of data variation than the range?

Standard deviation uses the entire data, while the range uses only the two extreme values.  Therefore, range is sensitive not only to the outliers but less stable than standard deviation. 

Q7. Why is P(A and B) = P(A)P(B|A) = P(B)P(A|B)?

It is by definition that P(A|B) = P(A and B)/P(B) provided P(B) is non-zero. 

Similarly, P(B|A) = P(A and B)/P(A) provided P(A) is non-zero.

The rest follows. Right?

Q8. Why is P(A or B or both) = P(A) + P(B) – P(AB)? 

P(A or B or both) = P(only A) + P(only B) + P(both) =

 [P(A) - P(both)] + [P(B) -  P(both)] + P(both) = 

P(A) + P(B) - P(both) = P(A) + P(B) – P(AB

Right?

Q9. If in an experiment there are three possible outcomes (a, b, c) and their probabilities are P(a) = .3, P(b) = .4, and P(c) = .5, why must at least two of the three outcomes not independent of each other?

Since the sum of the probabilities is not equal to one, it implies that these three events are not Simple Events.  That is, at least one of the events is a composite event depending on at least one of the other events.  

Q10. Why do we use (x - xbar)2 to measure variability instead of (x - xbar)?

Because, if we add up all positive and negative deviations, we get always zero value, i.e., (x - xbar) = 0. So, to deal with this problem, we square the deviations. Why not using power of four (three will not work)? Squaring does the trick; why should we make life more complicated than it is? 

Notice also that squaring also magnifies the deviations; therefore it works to our advantage to measure the quality of the data.

Q11. To approximate the binomial distribution, why do we sometimes use the Poisson distribution and sometimes use the normal distribution?

Poisson approximation to binomial is a discrete-to-discrete approximation; therefore it is preferable to the normal approximation.  However, just as binomial table is limited, the Poisson table is limited too in its scope; therefore one may have to approximate both by normal.

Q12. Why is the (1 – )100% confidence interval equal to x  z/2x? 

It is the case of Single Observation, i.e., n=1. Therefore, if the population is normal with known standard deviation x then the above confidence interval is correct.

Q13. Why are stratified random samples “random”?

Whenever we have a mixture of population, no standard statistical technique is applicable.  In such a case one must take sample from each stratum randomly and then apply statistical tools to each sub-population.  Never mix apples with oranges.

Q14. Why are cluster samples “random”?

It is similar to the stratified sampling in its intents, however often cluster sample are within each cluster randomly. 

Q15. Why do we usually test for Type I error instead of Type II error in hypothesis testing?

Because the null hypothesis is always specified in exact form with (=) sign.  Therefore one can talk about rejecting or not rejecting the null hypothesis.  However, if the alternative is also specified in exact form with (=) sign, then one in able to compute both types of errors.

Q16.  Why the “margin of error” is often used as a measure of accuracy in estimation

When estimating a parameter of a population based on a random sample, one has to provide the degree of accuracy.  The accuracy of the estimate is often expressed by a confidence interval with specific confidence level.  

The half-length of the confidence interval is often referred to as absolute error, absolute precision, and even margin of error.  However, the usual usage of the “marginal of error” is referred to the half-length of confidence interval with 95% confidence.

 Q17.  Why there are so many statistical tables? Which one to use?

Statistical tables are used to construct confidence interval in estimation, as well as reaching reasonable conclusions in test of hypotheses.  Depending on application areas, one may, for example classify the two major statistical tables as follows:

T - Table: expected value of population(s), regression coefficients, and correlation(s). 

Z - Table: Similar to the T-table, with large-size (say over 30). 

Q18.  Why do we use the p-value? What is it?

 
The p-value is the tail probability of the test statistic value given that the null hypothesis is true. Since the p-value is a function of a test statistic, which is a function of sample data, therefore it is a statistic as well as a conditional probability.


This is analogous to the method of maximum likelihood parameter estimation wherein we consider the data to be fixed and the parameter to be variable. 

