Computer-assisted learning is to convey a vast amount of information in a very short period of time. It is a powerful method of reinforcing concepts and topics first introduced to you through your textbook, and discussion in the classroom. Computer-assessed learning enables you in a powerful way to comprehend complex concepts.

Introduction
The Value of Performing Experiment: If the learning environment is focused on background information, knowledge of terms and new concepts, the learner is likely to learn that basic information successfully. However, this basic knowledge may not be sufficient to enable the learner to carry out successfully the on-the-job tasks that require more than basic knowledge. Thus, the probability of making real errors in the business environment is high. On the other hand, if the learning environment allows the learner to experience and learn from failures within a variety of situations similar to what they would experience in the "real world" of their job, the probability of having similar failures in their business environment is low. This is the realm of simulations-a safe place to fail. 

The appearance of management science software is one of the most important events in decision making process. OR/MS software systems are used to construct examples, to understand the existing concepts, and to discover useful managerial concepts. On the other hand, new developments in decision making process often motivate developments of new solution algorithms and revision of the existing software systems. OR/MS software systems rely on a cooperation of OR/MS practitioners, designers of algorithms, and software developers. 

The major change in learning this course over the last few years is to have less emphasis on strategic solution algorithms and more on the modeling process, applications, and use of software. This trend will continue as more students with diverse backgrounds seek MBA degrees without too much theory and mathematics. Our approach is middle-of-the-road. It does not have an excess of mathematics nor too much of software orientation. For example, we lean how to formulate problems prior to software usage. What you need to know is how to model a decision problem, first by hand and then using the software to solve it. The software should be used for two different purposes. 

Personal computers, spreadsheets, professional decision making packages and other information technologies are now ubiquitous in management. Most management decision-making now involves some form of computer output. Moreover, we need caveats to question our thinking and show why we must learn by instrument. In this course, the instrument is your computer software package. Every student taking courses in Physics and Chemistry does experimentation in the labs to have a good feeling of the topics in these fields of study. You must also perform managerial experimentation to understand the Management Science concepts and techniques. 

Learning Objects: My teaching style deprecates the 'plug the numbers into the software and let the magic box work it out' approach. 

Computer-assisted learning is similar to the experiential model of learning. The adherents of experiential learning are fairly adamant about how we learn. Learning seldom takes place by rote. Learning occurs because we immerse ourselves in a situation in which we are forced to perform. You get feedback from the computer output and then adjust your thinking-process if needed. Unfortunately, most classroom courses are not learning systems. The way the instructors attempt to help their students acquire skills and knowledge has absolutely nothing to do with the way students actually learn. Many instructors rely on lectures and tests, and memorization. All too often, they rely on "telling." No one remembers much that's taught by telling, and what's told doesn't translate into usable skills. Certainly, we learn by doing, failing, and practicing until we do it right. The computer assisted learning serve this purpose. 

1. Computer assisted learning is a collection of experimentation (as in Physics lab to learn Physics) on the course software package to understand the concepts and techniques. Before using the software, you will be asked to do a simple problem by hand without the aid of software. Then use the software to see in what format the software provides the solution. We also use the software as a learning tool. For example, in order to understand linear programming sensitivity analysis concepts, you will be given several managerial scenarios to think about and then use the software to check the accuracy of your answers. 

2. To solving larger problems which are hard to do by hand. 

Unfortunately, the first objective is missing in all management science/operations research textbooks. 

What is critical and challenges for you is to lean the new technology, mainly the use of software within a reasonable portion of your time. The learning curve of the software we will be using is very sharp. 

We need caveats to question our thinking and show why we must learn-to by instrument that in this course is your computer package. Every student taking courses in Physics and Chemistry does experimentation in the labs to have a good feeling of the topics in these fields of study. You must also perform experimentation to understand the Management Science concepts. For example, you must use your computer packages to perform the "what if" analysis. Your computer software allows you observe the effects of varying the "givens". 

You will be engaged in thinking process of building models rather than how to use the software to model some specific problems. Software is a tool, it cannot substitute for your the thinking process. We will not put too much focus on the software at the expense of leaning the concepts. We will lean step-by-step problem formulation, and managerial interpretation of the software output. 

Managerial Interpretations: The decision problem is stated by the decision maker often in some non-technical terms. When you think over the problem, and finding out what module of the software to use, you will use the software to get the solution. The strategic solution should also be presented to the decision maker in the same style of language which is understandable by the decision maker. Therefore, just do not give me the printout of the software. You must also provide managerial interpretation of the strategic solution in some non-technical terms. 

How to Use LINDO and Interpret Its Output for Linear Programs
Computer always solves real world linear programs mostly using the simplex method. The coefficients of the objective function are known as cost coefficients (because historically during World War II, the first LP problem was a cost minimization problem), technological coefficients, and the RHS values. This is a perfect way to learn the concepts of sensitivity analysis. As a user, you have the luxury of viewing numerical results and comparing them with what you expect to see. 

The widely used software for LP problems is the Lindo package. A free Windows version can be downloaded right from LINDO's Home page at LINDO, http://www.lindo.com. 

Caution! Before using any software, it is a good idea to check to see if you can trust the package. 

Here is an LP Software Guide for your review. 

Lindo is a popular software package, which solves linear programs. The LP/ILP application of WinQSB does the same operations as Lindo does, but in a much easier to use fashion.
The name LINDO is an abbreviation of Linear INteractive Discrete Optimization. Here the word "discrete" means jumping from one basic feasible solution (BFS) to the next one rather than crawling around the entire feasible region in search of the optimal BFS (if it exists). 

Like almost all LP packages, including WinQSB, Lindo uses the simplex method. Along with the solution to the problem, the program will also provide ordinary sensitivity analysis of the Objective Function Coefficients (called Cost Coefficients) and the Right-hand-side (RHS) of the constraints. Below is an explanation of the output from the LINDO package. 

Suppose you wish to run the Carpenter's Problem. Bring up the LINDO (or your WinQSB) package. Type in the current window as follow: 

MAX 5X1 + 3X2
S.T. 2X1 + X2  40
X1 + 2X2  50
End 

NOTICE: 

1. The objective function should not contain any constant. For example, Max 2X1 + 5 is not allowed. 

2. All variables must appear in the left side of the constraints, while the numerical values must appear on the right side of the constraints (that is why these numbers are called the RHS values). 

3. All variables are assumed to be nonnegative. Therefore, do not type in the non-negativity conditions. 

If you wish to get all Simplex Tableaux, then 

· Click on "Reports" and then choose "Tableau", then click on "Solve" and choose "Pivot" then choose "OK", "Close", "Cancel", continue in this manner until you get the message "Do? Range (Sensitivity) Analysis". Select "Yes", if you wish. After minimizing the current window, you will see the output that you may print for your managerial analysis. 

· Otherwise, click on "Solve", then choose "Solve". 

It is good practice to copy the LP problem from your first window and then paste it at the top of the output page. 

On the top of the page is the initial tableau, and across the top of tableau are the variables. The first row in the tableau is the objective function. The second row is the first constraint. The third row is the second constraint, and so on until all constraints are listed in the tableau. 

Following the initial tableau is a statement that indicates the entering variable and the exiting variable. The exiting variable is expressed as which row the entering variable will be placed. The first iteration tableau is printed next. Entering statements and iterations of the tableau continue until the optimum solution is reached. 

The next statement, `LP OPTIMUM FOUND AT STEP 2' indicates that the optimum solution was found in iteration 2 of the initial tableau. Immediately below this is the optimum of the objective function value. This is the most important piece of information that every manager is interested in. 

In many cases you will get a very surprising message: "LP OPTIMUM FOUND AT STEP 0." How could it be step 0. Doesn't first have to move in order to find out a result.....? This message is very misleading. Lindo keeps a record of any previous activities performed prior to solving any problem you submit in its memory. Therefore it does not show exactly how many iterations it took to solve your specific problem. Here is a detailed explanation and remedy for finding the exact number of iterations: Suppose you run the problem more than once, or solve a similar problem. To find out how many iterations it really takes to solve any specific problem, you must quit Lindo and then re-enter, retype, and resubmit the problem. The exact number of vertices (excluding the origin) visited to reach the optimal solution (if it exists) will be shown correctly. 

Following this is the solution to the problem. That is, the strategy to set the decision variables in order to achieve the above optimal value. This is stated with a variable column and a value column. The value column contains the solution to the problem. The cost reduction associated with each variable is printed to the right of the value column. These values are taken directly from the final simplex tableau. The value column comes from the RHS. The reduced cost column comes directly from the indicator row. 

Below the solution is the `SLACK OR SURPLUS' column providing the slack/surplus variable value. The related shadow prices for the RHS's are found to the right of this. Remember: Slack is the leftover of a resource and a Surplus is the excess of production. 

The binding constraint can be found by finding the slack/surplus variable with the value of zero. Then examine each constraint for the one which has only this variable specified in it. Another way to express this is to find the constraint that expresses equality with the final solution. 

Below this is the sensitivity analysis of the cost coefficients (i.e., the coefficients of the objective function). Each cost coefficient parameter can change without affecting the current optimal solution. The current value of the coefficient is printed along with the allowable increase increment and decrease decrement. 

Below this is the sensitivity analysis for the RHS. The row column prints the row number from the initial problem. For example the first row printed will be row two. This is because row one is the objective function. The first constraint is row two. The RHS of the first constraint is represented by row two. To the right of this are the values for which the RHS value can change while maintaining the validity of shadow prices. 

Note that in the final simplex tableau, the coefficients of the slack/surplus variables in the objective row give the unit worth of the resource. These numbers are called shadow prices or dual prices. We must be careful when applying these numbers. They are only good for "small" changes in the amounts of resources (i.e., within the RHS sensitivity ranges). 

Creating the Non-negativity Conditions (free variables): By default, almost all LP solvers (such as LINDO) assume that all variables are non-negative. 

To achieve this requirement, convert any unrestricted variable Xj to two non-negative variables by substituting y - Xj for every Xj. This increases the dimensionality of the problem by only one (introduce one y variable) regardless of how many variables are unrestricted. 

If any Xj variable is restricted to be non-positive, substitute - Xj for every Xj. This reduces the complexity of the problem. 

Solve the converted problem, and then substitute these changes back to get the values for the original variables and optimal value. 

Numerical Examples 

min 18X1 +10X2

s.t. 12X1 + 10X2 >120000

10X1 +15X2 < 150000

end
 LP OPTIMUM FOUND AT STEP      2
        OBJECTIVE FUNCTION VALUE
        1)      142500.0
  VARIABLE        VALUE          REDUCED COST

        X1      3750.000000          0.000000

        X2      7500.000000          0.000000
       ROW   SLACK OR SURPLUS     DUAL PRICES

        2)         0.000000         -2.125000

        3)         0.000000          0.750000
 NO. ITERATIONS=       2
 RANGES IN WHICH THE BASIS IS UNCHANGED:
                           OBJ COEFFICIENT RANGES

 VARIABLE         CURRENT        ALLOWABLE        ALLOWABLE

                   COEF          INCREASE         DECREASE

       X1       18.000000         INFINITY         6.000000

       X2       10.000000         5.000000         INFINITY
                           RIGHTHAND SIDE RANGES

      ROW         CURRENT        ALLOWABLE        ALLOWABLE

                    RHS          INCREASE         DECREASE

        2   120000.000000     60000.000000     20000.000000

        3   150000.000000     30000.000000     49999.996094
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Managerial Interpretation of the WinQSB Combined Report
The LP/ILP module in WinQSB, like any other popular Linear programming software packages solves large linear models. Most of the software packages use the modified Algebraic Method called the Simplex algorithm. The input to any package includes: 

1. The objective function criterion (Max or Min). 

2. The type of each constraint. 

3. The actual coefficients for the problem. 

The combine report is a solution report consists of both the solution to the primal (original) problem and it Dual. 

The typical output generated from linear programming software includes: 

1. The optimal values of the objective function. 

2. The optimal values of decision variables. That is, optimal solution. 

3. Reduced cost for objective function value. 

4. Range of optimality for objective function coefficients. Each cost coefficient parameter can change within this range without affecting the current optimal solution. 

5. The amount of slack or surplus on each constraint depending on whether the constraint is a resource or a production constraint. 

6. Shadow (or dual) prices for the RHS constraints. We must be careful when applying these numbers. They are only good for "small" changes in the amounts of resources (i.e., within the RHS sensitivity ranges). 

7. Ranges of feasibility for right-hand side values. Each RHS coefficient parameter can change within this range without affecting the shadow price for that RHS. 

The following are detailed descriptions and the meaning of each box in the WinQSB output beginning in the upper left-hand corner, proceeding one row at a time. The first box contains the decision variables. This symbol (often denoted by X1, X2, etc.) represents the object being produced. The next box entitled "solution value" represents the optimal value for the decision variables, that is, the number of units to be produced when the optimal solution is used. The next box entitled "unit costs" represents the profit per unit and is the cost coefficient of the objective function variables. 

The next box "total contribution", is the dollar amount that will be contributed to the profit of the project, when the total number of units in the optimal solution is followed. This will produce the optimal value. The next bow is the "Reduced Cost", which is really the increase in profit that would need to happen if one were to begin producing that item, in other words the product, which is currently is not produce becomes profitable to produce. 

The next box over is the "allowable minimum" and "allowable maximum", which shows the allowable change in the cost coefficients of that particular item that can happen and still the current the optimal solution remains optimal. However, the optimal value may change if any cost coefficient is changed but the optimal solution will stay the same if the change is within this range. Remember that these results are valid for one-change-at-a-time only and may not be valid for simultaneous changes in cost coefficients. 

The next line is the optimal value, i.e., and the value of objective function evaluated at optimal solution strategy. This line shows the maximum (or minimum) value that can be derived under the given the optimal strategy. 

The next line down contains the constraints; often C1, C2, etc. denote the constraints. Starting on the left-hand side the first box contains the symbol C1 that represents the first constraint. The next box is the constraint value. That is, the left-hand-side (LHS) of each C1 evaluated ate the optimal solution. The next box over is the "direction box", which is either greater than or equal to / less than or equal to, which are the direction of the each constraint. The next box is the right hand side value, which states the value that is on the right hand side of each constraint. 

The next box is the difference between RHS and LHS numerical values called the slack or surplus box. If it is slack, it will have a less than or equal to sign associated with it, which means there is leftover of resources/raw material. If there is a surplus it will have a greater than or equal to sign associated with it, which means that there are over production. Next box over is the shadow price. If any slack or surplus is not zero then its shadow price is zero, however the opposite statement may not be correct. A shadow price is the additional dollar amount that will be earned if the right hand side constraint is increased by one unit while remaining within the sensitivity limits for that RHS. 

The next two boxes show the minimum and maximum allowable for the right hand side constraints. The first box (minimum box) shows the minimum value that the RHS constraint can be moved to and still have the same current shadow price. The second box shows the maximum number that the constraint can be moved to and still have the same current shadow price. Recall that the shadow prices are the solution to the dual problem. Therefore, the allowable change in the RHS suggest how far each RHS can go-up or down while maintaining the same solution to the dual problem. In both cases the optimal solution to the primal problem and the optimal value may change. 
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Variable
Value
Profit c(j)
Contribution
Cost
Status
Min. c(j)
Max. c(j)

1
X1
3,750.0000
18.0000
67,500.0000
0
basic
12.0000
M

2
X2
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10.0000
75,000.0000
0
basic
-M
15.0000


Objective
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Constraint
Side
Direction
Side
or Surplus
Price
Min. RHS
Max. RHS

1
C1
120,000.0000
>=
120,000.0000
0
2.1250
100,000.0000
180,000.0000

2
C2
150,000.0000
<=
150,000.0000
0
-0.7500
100,000.0000
180,000.0000
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