Time Series Analysis and Forecasting

Chapter 7

Forecasting is the process of predicting the future.

Forecasting is an integral part of almost all business enterprises.

Forecasts are needed throughout an organization -- and they should certainly not be produced by an isolated group of forecasters. Neither is forecasting ever "finished". Forecasts are needed continually, and as time moves on, the impact of the forecasts on actual performance is measured; original forecasts are updated; and decisions are modified, and so on. This process is shown in the following figure: 


Examples:

Manufacturing firms forecast demand for their product.

Service organizations forecast customer arrival patterns to maintain adequate customer service.

Financial analysts forecast revenues, profits, and debt ratios, to make investment recommendations.

Firms consider economic forecasts of indicators such as housing starts, changes in gross national profit, before deciding on capital investments.

Good forecasts can lead to:

- Reduced inventory costs.

- Lower overall personnel costs.
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- Increased customer satisfaction.

The Forecasting process can be based on:

- Educated guess.

- Expert opinions.

- Past history of data values, known as a time series.
general overview of business forecasting techniques as classified in the following figure: 
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Components of a Time Series:

1. Long Term Trend: A time series may be stationary or exhibit trend over time.

Long term trend is typically modeled as a linear, quadratic or exponential function.

2. Seasonal Variation: When a repetitive pattern is observed over some time horizon, the series is said to have seasonal behavior. Seasonal effects are usually associated with calendar or climatic changes. Seasonal variation is frequently tied to yearly cycles.

3. Cyclical Variation: An upturn or downturn not tied to seasonal variation. Usually results from changes in economic conditions.

4. Random effects: Everything else.

Steps in the Time Series Forecasting Process:

The goal of a time series forecast is to identify factors that can be predicted. This is a systematic approach involving the following steps.

Step 1:  Hypothesize a form for the time series model.

Identify which of the time series components should be included in the model.

Perform the following operations.

Collect historical data.

Graph the data vs. time.

Hypothesize a form for the time series model.

Verify this hypothesis statistically.

Step 2:  Select a forecasting technique. A forecasting technique must be chosen to predict future values of the time series. 
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The values of input parameters must be determined before the technique can be applied.

Step 3:  Prepare a forecast.

The appropriate data values must be substituted into the selected forecasting model.

The forecast may be affected by

Number of past observations used.

Initial forecast value used.

The following flowchart highlights the systematic development of the modeling and forecasting phases: 

[image: image2.png]Past D
Modd | | g
Specfeaton sl
Modsl Estmaton

o ethe Mol
Adequat?,

Madel Buiding
orecasiing

Forscast Gansration

A— T

e the Moddl
Stable?

Forecast Updatng

Forecasting System:
The Model.Building and The Forecasting Phases




Stationary Forecasting Models: In a stationary model the mean value of the time series is assumed to be constant.

The general form of such a model is

yt   =  0 + t  

Where:
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yt   =  the value of the time series at time period t.

0  =  the unchanged mean value of the time series.

 t  = a random error term at time period t.

Checking the Conditions and Assumptions
Checking for trend: Use Linear Regression iftis normally distributed.

Checking for Seasonality component: Autocorrelation measures the relationship between the values of the time series in different periods. Lag k autocorrelation measures the correlation between time series values, which are k periods apart. Autocorrelation between successive periods indicates a possible trend. Lag 7 autocorrelation indicates one-week seasonality (daily data). Lag 12 autocorrelation indicates 12-month seasonality (monthly data). 

Checking for Cyclical Components: This component is identified by looking for cyclical behavior of the graph of the time series.

Moving Average Methods - forecasting stationary models
The last period technique: The forecast for the next period is the last observed value.

The moving average method: The forecast is the average of the last n observations of the time series.

The weighted moving average method: More recent values of the time series get larger weights when performing the forecast, than past values.

Forecasts for Future Time Periods: Recall that the time series model is stationary. The forecast for time period t + 1 is the forecast for all future time periods. This forecast is revised only when new data becomes available.

YOHO BRAND YO - YO’s: Galaxy Industries is interested in forecasting weekly demand for its YoHo Brand yo-yos. The yo-yo is a mature product.   This year demand pattern is expected to repeat next year. To forecast next year demand, the past 52 weeks demand records were collected.

Three forecasting methods were suggested

Last period technique - suggested by Amy Chang.

Four-period moving average - suggested by Bob Gunther.

Four period weighted moving average - by Carlos Gonzalez.

Management wants to determine

If a stationary model can be used.

What Amy’s, Bob’s, and Carlos’s forecast would be.

Solution:

Construct the time series plot

Check for the presence of trend. Run a Linear Regression 
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Coefficients
 Standard Error  t-Stat    
P-value LL 95%        UL95%

Intercept
369.267

27.79436

13.28568

5E – 18
313.4403

425.0936

Weeks

0.333903

0.912641

0.365864

0.71601
 - 1.49919
2.16699
Conclusion:  A stationary model is appropriate.

Forecast for Week 53

Last period technique (Amy’s Forecast)  F53 = y52 = 484

Four-period Moving Average (Bob’s forecast)    F53 = (y52 + y 51 + y50 + y49) = 401

Four-period weighted moving average (Carlo’s forecast) F53 = .4 y52 +.3y 51 + .2y50 + .1y49 = 441   

Forecasts for weeks 54 and 55: Since the time series is stationary, the forecasts for weeks 54 and 55 remain as the forecast for week 53.  Yearly demand is 52 times weekly demand. 

These forecasts will be revised pending observation of the actual demand in week 53.

The Exponential Smoothing Method: This method is used to forecast stationary time series.  All the previous values of historical data affect the forecast. Relative weights assigned to historical data decrease as the data ages.

Using a weighted average of the current period’s actual value and the forecast value for the current period creates the next forecast.

  The Exponential Smoothing Technique:

Ft+1 =  yt + (1 - ) Ft
An initial “forecast” F2 = y1  OR, by using average of the first few data.

YOHO BRAND YO -YO ‘s  - continued

An Exponential Smoothing forecast is suggested, with  = 0.1.

Solution: 
An Initial Forecast is created by averaging the first 10 weeks data.

Then generate forecasts for weeks 11 through 52.

The final four forecasts are:




Week
   Demand
Forecast




   49
        245
382.1255




   50
        393
368.4130




   51
        482
370.8717




   52
        484
381.9845
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Relationship between Exponential Smoothing and Simple Moving Average: The two models will generate forecasts having the same average age of observations if

k = (2 - ) / 

This formula is a useful guide to the appropriate value for 
An exponential smoothing forecast “based on large number of periods” should have a small .

A small  provides a lot of smoothing.

A large  provides a fast response to the recent changes in the time series and a smaller amount of smoothing.

Evaluating the performance of Forecasting Techniques

Which of the Forecasting methods gives the “best” forecast?

To evaluate each Forecasting method:

1. Select an evaluation measure.

2. Calculate the value of the evaluation measure using the forecast error
3. Select the forecast with the smallest value of the evaluation measure.

YOHO BRAND YO YO’ s - continued.

Evaluation measures

Comparison of the Four Performance Measures


FORECAST
     

MSE  
        MAD        MAPE
  LAD


Last Period (Amy)

19,631.00
110.96      32.90
   359


Moving Average (Bob)
11,037.16
88.75
     25.61
   223.25

    Weighted Moving Av.(Carlos)
11,992.36
92.39        26.78
   317.10


Expon. Smooth (Dick)
11,062.67       87.32         25.14
   230.54

Summary: Notice that, Bob’s moving average and Dick’s exponential smoothing forecasts give lower errors than Amy or Carlos’s forecasts.  These forecasts should be preferred.

Selecting Model Parameters: The modeler has to determine.

For the Moving Average Model: The number of periods to include in the moving average.

For the Weighted Moving Average Model: The number of periods to include in the weighted moving average, and the relative weights for the weighted moving average.

For the Exponential Smoothing Model: The smoothing coefficient.

Key issues to determine the forecasting technique to use.

- The degree of autocorrelation.  
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- The possibility of future shifts in time series values.

- The desired responsiveness of the forecasting technique.

- The amount of data required to calculate the forecast.

Forecasting Time Series that have Linear Trend: If we suspect trend, we should assess whether the trend is linear or nonlinear. Here we assume only linear trend.  

yt = 0 + 1t + t

Forecasting methods: 

- Linear Regression forecast.

- Holt’s Linear Exponential Smoothing Technique.

The Holt’s Linear Exponential Smoothing technique: Adjust the Level Lt , and the Trend Tt  in each period:

Level:
          Lt =  yt + (1 - ) Ft
Trend:               Tt =  LtLt-1 Tt-1
=smoothing constant for the time series level.
 = smoothing constant for the time series trend.

Tt = estimate of the time series trend for time t at of time t.

Lt  = estimate of the time series level for time t at of time t.

yt  = value of the time series at time t.

Initial values are:

L2 =  y2 ,           T2 = y2   -  y1    and      F3 = L2   + T2    OR in general Ft+1 = Lt   + Tt    
Forecasting k periods into the future:   Fn+k  = Lnn
AMERICAN FAMILY PRODUCTS CORPORATION

The company’s assets have been increasing at a relatively constant rate over time.

Data

         Year-end current assets





Year

Current Assets(in millions)





  1


1990





   2


2280





   3


2328





   4


2635





   5


3249





   6


3310





   7


3256





   8


3533





   9


3826





 10


4119

Solution: Forecasting with the Linear Regression Model

By Linear Regression: Ft  = 1788.2 + (229.89) t

By the Holt’s Exponential Smoothing technique:

Forecasting using the Holt’s Technique

Demonstration of the calculation procedure: 
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with  = 0.1 and  = 0.2 (on page 413)

   
L2 =  y2 = 2280

T2 = y2   -  y1    = 2280 – 1990 = 290

F3 = L2   + T2    = 2280 + 290 =  2570

L3 = .1 y3 + (1 - .1) F3 = 2545.8

T3 =  .2 L3L2 T2 = 285.16

F4 = L3   + T3    = 2830.96

And so on

How does the selection of different values for the parameters affect the nature of the forecast?

Forecast Errors for Different Sets of Parameters

  

 =0.1, =0.2
     
=0.1, =0.8

=0.1, =0.2

Year



3
-242.00

         -242.00

    -182.00


4
-195.56

         -181.44

    -  83.16


5
+156.40

         -194.58

   +314.46



6
-  82.61

         -  35.57

   +113.03


7
-411.07 

         -354.86
   
   - 185.52


8
-367.46

         -282.83

   -119.51


9
-304.86

         -179.38   
   -  41.70

 
10
-242.42

         -  71.92

   + 29.16

Time Series with Trend, Seasonality, and Cyclical Variation:  Seasonality and cyclical variation arises due to calendar, climate, or economic factors.

 Two models are considered

- Additive model





yt =  Tt + Ct + St + t
- Multiplicative model

The Classical Decomposition: This technique can be used to develop an additive or multiplicative model.

The time series is first decomposed to its components (trend, seasonality, cyclical variation). After these components have been determined, the series is re-composed by adding the components - in the additive model multiplying the components - in the multiplicative model. 
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CANADIAN FACULTY ASSOCIATION  (CFA)

The CFA is the exclusive bargaining agent for the state-supported Canadian college faculty.

Membership in the organization has grown over the years, but in the summer months there was always a decline.

To prepare the budget for the 1997-1998 fiscal year, a forecast of monthly membership over the period June 1997-May 1998 is required.

Solution:  In preparation of the multiplicative decomposition procedure, the data was graphed.

The Solution Procedure Consists of the Following Steps

- Isolating Trend and Cyclical components.

- Determining {Seasonal / Random Error} Factors.

- Determining Seasonal Factors.

- Identifying the Time Series Trend.

- Identifying the Trend component.

- Identifying the Cyclical Factors.

- Performing the forecast.

Isolating Trend and Cyclical Components

Seasons = months, because the data is collected monthly. Use moving average to reduce seasonality and random effects.

Example: From Canadian Faculty Association Data

Average membership for period 1 through 12  =



                     (7245+7107+7038+…+7619) / 12 = 7244.83

Average membership for periods 2 through 13 =



                     (7107+7038+…+7619+7737 ) / 12 = 7285.83

Find the Centered Moving Average
Determining {Seasonal / Random Error} Factors

The Centered Moving Average only represents TtCt.

The {Seasonal/ Random error} factors are represented by  




 Stt  = yt / TtC t
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Example:  In period 7, Dec. 93:


S77=7282 / 7265.33 = 1.00229

Determining Seasonal Factors
Averaging the Seasonal / Random Error Factors eliminates the random factor from Stt .
This average is calculated for each season.

Example:  Seasonal Factor for the month of December.

SDEC = {S DEC93 DEC93 + S DEC94  DEC94 + S DEC95  DEC95} / 3 =


         = {1.0029+0.98874+1.00726} / 3 = 0.999430

Determining Seasonal Factors -continued
Adjust the Seasonal Factors, so that they average is equal to 1:          

Adjusted Seasonal factor for a season = 

Seasonal Factor of the Season /Average of all Seasonal Factors.

Example:  Adjusted Seasonal Factor for the month of 

Dec. = 0.999430 / 1.000497 = 0.998933

where 


    
1.000497 = (0.99430+1.011674+…+0.995289) / 12.

Identifying the time series trend

- Deseasonalize the Time Series.

- Deseasonalized series value = yt  / (Adjusted St) = TtCtt
Example:   Deseasonalized series value for the month of 

Dec.93=SeriesDEC93  / Adjusted SDEC = 7282 / 0.998933 = 7289.78

Identifying the Trend component: Use Linear Regression on the Deseasonalized Series.

The resulting Linear Regression equation is:



              Tt = 7095.88 + 26.132t.

Example:  The Trend component of period t=7, December 93

 T7  = 7095.88 +26.132(7) = 7278.58

Identifying the Cyclical Factor: Cyclical effect in period t is calculated as follows

For each period find the ratio (TtCtt) / Tt 


Smooth these ratios using moving averages.

 In our problem we do not suspect any cyclical effects.

Performing the Forecast
Multiply the trend value by the seasonal component (if cyclical factors are present, multiply these also).

Forecasts for the period between June 1997 and May 1998 correspond to periods 49 through 60. 
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