HypothOne9and12
9.9
It is possible to incorrectly reject a true null hypothesis because the mean of a single sample can fall in the rejection region even though the hypothesized population mean is true.

9.10
It is possible to not reject a false null hypothesis because the mean of a single sample can fall in the non-rejection region even though the hypothesized population mean is false.

9.13


 is the probability of incorrectly convicting the defendant when he is innocent. 

 is the probability of incorrectly failing to convict the defendant when he is guilty.

9.14
Under the French judicial system, unlike ours in the United States, the null hypothesis assumes the defendant is guilty, the alternative hypothesis assumes the defendant is innocent. A Type I error would be not convicting a guilty person and a Type II error would be convicting an innocent person.

9.19
H0: 

 = 375 hours.  The mean life of the manufacturer’s light bulbs is equal to 375 hours.


H1: 

375 hours.  The mean life of the manufacturer’s light bulbs differs from 375 hours.

9.21
Decision rule: Reject H0 if Z < – 1.645 or Z > + 1.645.

9.29
(a) 
H0: 

 = 1.00.  The mean amount of paint per can is one gallon.



H1: 

1.00.   The mean amount of paint per can differs from one gallon.



Decision rule: Reject H0 if Z < – 2.58 or Z > + 2.58.




Test statistic: 

 = – 1.77



Decision: Since Z = – 1.77 is between the critical bounds of 

 2.58, do not reject H0. There is not enough evidence to conclude that the mean amount of paint per one-gallon can differs from one gallon.


(b)
p-value = 2(0.0384) = 0.0768



Interpretation: The probability of getting a sample of 50 cans that will yield a mean amount that is farther away from the hypothesized population mean than this sample is 0.0768.


(c)




0.9877

1.0023


(d)
Same decision. The confidence interval includes the hypothesized value of 1.00.

9.31
(a)
H0: 

 = 2.00 liters.  The mean amount of soft drink placed in 2-liter bottles at the local bottling plant is equal to 2 liters.



H1: 

 2.00 liters.  The mean amount of soft drink placed in 2-liter bottles at the local bottling plant differs from 2 liters.



Decision rule: Reject H0 if Z < – 1.96 or Z > + 1.96.




Test statistic: 

 = – 2.00



Decision: Since Z = – 2.00 is below the lower critical bounds of – 1.96, reject H0. There is enough evidence to conclude that the amount of soft drink placed in 2-liter bottles at the local bottling plant differs from 2 liters.


(b)
p-value = 2(0.0228) = 0.0456.  



Interpretation: The probability of getting a sample of 100 bottles that will yield a mean amount that is farther away from the hypothesized population mean than this sample is 0.0456.


(c)




1.9802

1.9998


(d)
The results here are the same. The confidence interval formed does not include 2.00.

9.55
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Decision rule: Reject 
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 if |t| > 1.6766    d.f. = 49


Test statistic: 
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Decision: Since |t| > 1.6766, reject 
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.  There is enough evidence to conclude that the mean shopping time at the local supermarket is different from the claimed value of 22.2 minutes.

12.85
(a)
If 

, do not reject H0 since the test statistic 

 = 10.417 falls between the two critical bounds, 

 = 6.262 and 

= 27.488.


(b)
If 
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, do not reject H0 since the test statistic 

 = 10.417 is greater than the critical bound, 

 = 7.261.

12.89
(a)
H0: 

 = $12. The standard deviation of the monthly cost of calls within the local calling region is $12.



H1: 

 $12. The standard deviation of the monthly cost of calls within the local calling region differs from $12.



Decision rule: df = 14. If 

 < 6.571 or 

 > 23.685, reject H0.



Test statistic: 

 = 8.319



Decision: Since the test statistic of 

 = 8.319 is between the critical boundaries of 6.571 and 23.685, do not reject H0. There is insufficient evidence to conclude that the standard deviation of the monthly cost of calls within the local calling region differs from $12.

TwoPopulations

10.1
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10.7
(a)
H0: 

 Light bulbs produced by machine 1 have the same mean life expectancy as light bulbs produced by machine 2.



H1: 

 Light bulbs produced by machine 1 have a different mean life expectancy as light bulbs produced by machine 2.




Decision rule: If Z < – 1.96 or Z > 1.96, reject H0.




Test statistic: 

= 0.39



Decision: Since Z = 0.39 is between the critical bounds of 

1.96, do not reject H0. There is not enough evidence to conclude that light bulbs produced by machine 1 have a different mean life expectancy than light bulbs produced by machine 2.


 (b)
p-value = 2(1.0 – 0.6517) = 0.6966



The probability of obtaining samples whose means differ by (375 – 362) = 13 hours or more when the null hypothesis is true is 0.6966.

10.13
(a)
H0: 
[image: image7.wmf]12

mm

=

 
where Populations: 1 = Taper Locks, 2 = Locking Pins




H1: 
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Decision rule: d.f. = 38. If |t| > 2.0244, reject H0.



Test statistic:
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 = 7.3392

Since t = 7.3392 > 2.0244 or p-value, which is virtually 0, is less than 0.05, reject H0.  There is sufficient evidence of a difference in the means between taper locks and locking pins.


(b)
H0: 
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where Populations: 1 = Taper Locks, 2 = Locking Pins




H1: 
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Decision rule: 
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= 37.9584.  d.f. = 37.  



If |t| > 2.0262, reject H0.



Test statistic:
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Since t = 7.33924796 > 2.0262 or p-value, which is virtually 0, is less than 0.05, reject H0.   There is sufficient evidence of a difference in the means between taper locks and locking pins.


(c)
The results from (a) and (b) are the same.  

10.28
(a)
Define the difference in bone marrow microvessel density as the density before the transplant minus the density after the transplant and assume that the difference in density is normally distributed.
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Excel output:

	t-Test: Paired Two Sample for Means
	
	

	
	
	

	
	Before 
	After

	Mean
	312.1429
	226

	Variance
	15513.14
	4971

	Observations
	7
	7

	Pearson Correlation
	0.295069
	

	Hypothesized Mean Difference
	0
	

	df
	6
	

	t Stat
	1.842455
	

	P(T<=t) one-tail
	0.057493
	

	t Critical one-tail
	1.943181
	

	P(T<=t) two-tail
	0.114986
	

	t Critical two-tail
	2.446914
	





Test statistic: 
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Decision: Since t =  is less than the critical value of 1.943, do not reject
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H

.  There is not enough evidence to conclude that the mean bone marrow microvessel density is higher before the stem cell transplant than after the stem cell transplant.


(b)
p-value = 0.0575.  The probability of obtaining a mean difference in density that gives rise to a t test statistic that deviates from 0 by 1.8425 or more is 5.75% if the mean density is not higher before the stem cell transplant than after the stem cell transplant.

(c)
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You are 95% confident that the mean difference in bone marrow microvessel density before and after the stem cell transplant is somewhere between -28.26 and 200.55.

10.45
FU = 2.27, FL = 

 = 0.441

10.49
(a)

H0: 

 where Populations: 1 = nonaccounting majors




2 = accounting majors




The variance in final exam scores of nonaccounting majors is less than or equal to the variance in final exam scores of accounting majors.




H1: 





The variance in final exam scores of nonaccounting students is greater than the variance in final exam scores of accounting students.



Decision rule: If F > 3.07, reject H0.




Test statistic: 
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Decision: Since F = 5.759 is greater than the critical bound of FU = 3.07, reject H0. There is enough evidence to conclude that the variance in final exam scores of nonaccounting majors is greater than the variance in final exam scores of accounting majors.


(b)
Using the F-table, 0.005 ≤ p-value ≤ 0.01.



Using Excel, p-value = 0.0066



The probability of obtaining a test statistic of 5.759 or larger is 0.0066 when the null hypothesis is true.


(c)
The test assumes that the two populations are both normally distributed.

10.53
(a)
H0: 

  where Populations: 1 = Computer-assisted individual, 




2 = Team-based program




The population variances in assembly times in seconds are the same for employees trained in a computer-assisted, individual program and those trained in a team-based program.




H1: 





The population variances in assembly times in seconds are different for employees trained in a computer-assisted, individual program and those trained in a team-based program.




Decision rule: If F < 0.407 or F > 2.46, reject H0. 




Test statistic: 
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Decision: Since F = 0.178 is less than the critical bound of FL = 0.407, reject H0. There is enough evidence to conclude that the two population variances in assembly times in seconds are different for employees trained in a computer-assisted, individual program and those trained in a team-based program.

(b) Assuming the underlying normality in the two populations is met, based on the results obtained in part (a), it is more appropriate to use the separate-variance t-test to compare assembly times in seconds for employees trained in a computer-assisted, individual program and those trained in a team-based program.
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